Validation of atmospheric reanalyses over the central Arctic Ocean
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Abstract

Atmospheric reanalyses were validated against tethersonde sounding data on air temperature, air humidity and wind speed, collected during the drifting ice station Tara in the central Arctic in April – August 2007. The data were not assimilated into the reanalyses, providing a rare possibility for their independent validation, which was here made for the lowermost 890 m layer. The following reanalyses were included in the study: the European ERA-Interim, the Japanese JCDAS, and the U.S. NCEP-CFSR, NCEP-DOE, and NASA-MERRA. All reanalyses included large errors. ERA-Interim was ranked first; it outperformed the other reanalyses in the bias and root-mean-square-error (RMSE) for air temperature as well as in the bias, RMSE, and correlation coefficient for the wind speed. ERA-Interim suffered, however, from a warm bias of up to 2°C in the lowermost 400 m layer and a moist bias of 0.3 to 0.5 g kg\textsuperscript{-1} throughout the 890 m layer. The NCEP-CFSR, NCEP-DOE, and NASA-MERRA reanalyses outperformed the other reanalyses with respect to 2-m air temperature and specific humidity and 10-m wind speed, which makes them, especially NCEP-CSFR, better in providing turbulent flux forcing for sea ice models. Considering the whole vertical
profile, however, the older NCEP-DOE got the second highest overall ranking, being better than the new NCEP-CFSR. Considering the whole group of reanalyses, the largest air temperature errors surprisingly occurred during higher-than-average wind speeds. The observed biases in temperature, humidity, and wind speed were in many cases comparable or even larger than the climatological trends during the latest decades.

1. Introduction

Atmospheric reanalyses are widely applied in Arctic research (a) to study climate variability and trends [Serreze et al., 2006; 2007; Jakobson and Vihma, 2010; Cullather and Bosilovich, 2011], (b) to better understand large-scale circulation and teleconnection patterns [Thompson and Wallace, 1998], (c) to validate climate models [Rinke et al., 2006], and (d) to provide boundary conditions for ocean, sea ice, land-surface, and limited-area atmospheric models. In data sparse areas, such as the Arctic, reanalyses are arguably the best available source of integrated information on the four-dimensional structure of the atmosphere [Screen and Simmonds, 2011], although this is not necessarily true for all variables. The first global reanalyses included the National Center of Environmental Predictions / National Center for Atmospheric Research (NCEP/NCAR; Kalnay et al. [1996]) reanalysis, its improved version by NCEP and the Department of Energy (NCEP-DOE; Kanamitsu et al. [2002]), as well as the ERA-15 [Gibson et al., 1997] and ERA-40 [Uppala et al., 2005] reanalyses of the European Centre for Medium-Range Weather Forecasts. Comparisons against observations from the Arctic have, however, revealed major problems in each reanalysis: large errors exist in many variables, including near-surface air temperature, specific humidity, wind speed and direction [Walsh and Chapman, 1998; Tjernström and Graversen, 2009; Screen and Simmonds, 2011].

To improve the situation, extensive work has recently been carried out in producing new reanalyses, such as the ECMWF ERA-Interim reanalysis [Dee et al., 2011], the Japanese Meteorological Agency Climate Data Assimilation System (JCDAS, which is continuation of JRA-
25; Onogi et al. [2007]), the NCEP Climate Forecast System Reanalysis (CFSR; Saha et al. [2010]), and the NASA Modern Era Retrospective-Analysis for Research and Applications (MERRA; Cullather and Bosilovich [2011]). In general, these new reanalyses apply better horizontal and vertical resolution, better sea-ice and land-surface schemes, more extensive assimilation of satellite data, and more sophisticated assimilation methods. Although several recent studies have evaluated these new reanalyses in the Arctic (Lüpkes et al., 2010; Screen and Simmonds, 2011; Cullather and Bosilovich, 2011; Cuzzone and Vavrus, 2011; Wilson et al., 2011), we are not aware of any study applying independent in situ data for the validation of the new reanalyses (for the older ones, see Francis (2002) and Bromwich and Wang (2005)). Hence, there is a strong need for such a study.

During the drift of the French schooner Tara in the central Arctic Ocean in 2007 the observations included tethersonde soundings (Vihma et al., 2008), which have not been assimilated in any reanalysis. In this manuscript we apply these sounding data to validate the NCEP-DOE, NCEP-CFSR, ERA-Interim, JCDAS, and MERRA reanalyses. The somewhat older NCEP-DOE reanalysis is included in the study to quantify the progress made by NCEP-CFSR. We demonstrate large discrepancies between the five reanalyses, which all deviate a lot from observations, and discuss the reasons for and consequences of the errors and the remaining challenges.

2. Observations and data processing

In 2006–2007, meteorological, oceanographic, and sea ice measurements were made in the Arctic Ocean at the drifting ice station Tara [Gascard et al., 2008; Vihma et al., 2008] (Figure 1), which was a part of the European project DAMOCLES (Developing Arctic Modeling and Observation Capabilities for Long-Term Environmental Studies). From 25 April to 31 August 2007, a total of 95 tethersonde soundings during 39 sounding days were made. A Vaisala DigiCORA Tethersonde System was used to measure the vertical profiles of the air temperature, relative humidity, wind speed, and wind direction up to the height of 2 km. The measurement system
consisted of three tethersondes at approximately 15 m intervals in the vertical, attached to a tethered balloon. The balloon was ascended and descended with a constant speed of approximately 1 m s$^{-1}$. The tethersonde system was only operated in non-precipitating conditions (except of very light snow fall) with wind speeds less than 15 m s$^{-1}$, and it was not ascended into thick clouds. The balloon was always lifted as high as the cloud conditions, wind speed, and the buoyancy of the 7 m$^3$ balloon allowed. The average of ascent and descent profiles of temperature, humidity, and wind direction were analysed. The data were averaged over the three tethersondes using a 20 m averaging interval. The average top height of the soundings was 1240 m. In this study, 29 profiles up to 890 m were used; to avoid giving excessive weight to data from days with a high sounding activity, we selected from each day only the profile that reached the highest altitude. Ten sounding days were omitted as no profiles reached the altitude of 890 m or the data quality was poor. The profiles selected for this study were measured between 09 and 18 UTC. The closest reanalysis output time was always selected for validation.

The reanalysis products validated were assimilated fields, i.e. the model first-guess fields corrected by assimilation of observations (when available). In MERRA, these are called as “the assimilated state”. The other reanalysis archives include analysis and forecast fields; we validated the former, which are assimilated analyses as in the case of MERRA. All reanalysis products were horizontally linearly interpolated to Tara sounding sites. In the vertical, the reanalysis results were linearly interpolated from the reanalysis output levels to the sounding levels. In addition, the diagnostic reanalysis products for 2 m temperature and humidity and 10 m wind speed were validated. For all variables, the bias, root mean square error (RMSE) and correlation coefficient against observations were calculated, as well as the statistical significance of the bias and correlation in 95% confidence level. Correlation coefficients between observed and modeled air temperature and specific humidity were high, often exceeding 0.9, but these were due to the strong seasonal change from spring to summer, which was naturally captured by the reanalyses. Hence, for temperature and specific humidity, we only report correlations calculated using the 19 summer
soundings. We define summer as the period with the Tara 2 m air temperature above –1°C: from 9 June to 31 August (Vihma et al., 2008).

3. Results

3.1. Air temperature

Considering the mean profile averaged over the 29 soundings, the 10 m temperature was –4°C and a temperature inversion was based at 70 m with the temperature increasing from –4.2 to –2.8°C by the height of 890 m (Figure 2a). None of the reanalyses was successful in capturing the shape of the temperature profile. ERA-Interim and MERRA performed very well above 200 m, but had a significant warm bias of up to 2.0°C at lower levels. NCEP-CFSR was very good in the lowermost 200 m layer, but had a significant cold bias above 400 m, whereas NCEP-DOE yielded a strong surface-based inversion, with a large significant warm bias peaking at the height of 100 m. Upward of the lowest prognostic model level, JCDAS yielded a linear temperature gradient of –5°C km⁻¹, which strongly deviates from observations.

Considering RMSE (Figure 2b), ERA-Interim performed best with RMSE ranging from 1.9 to 3.0°C. MERRA and the NCEP reanalyses were approximately equally good, but for MERRA the RMSE did not depend much on the height, whereas the NCEP reanalyses had a clearly smallest RMSE close to the surface and peak values, up to 4.8°C for NCEP-CFSR, in the layer of 500-600 m. JCDAS had the largest RMSE in the whole profile, ranging from 4.5 to 5.9°C. Surprisingly, the RMSE did not decrease even at 500 m, where the observed and JCDAS mean profiles crossed.

The summertime correlation coefficient \( r \) between reanalysis and observed temperature above 400 m was from 0.6 to 0.9 for all reanalyses (not shown). Below 400 m \( r \) was smaller, mostly from 0.4 to 0.8. For summer soundings \( n = 19 \), \( r > 0.46 \) is significant at the 95% confidence level.

Some profiles of JCDAS and NCEP-DOE differed from the observed profiles by even more than 10°C (not shown). The largest warm errors occurred in spring with observed 2-m temperatures close to –15°C. The largest cold errors occurred in summer during strong temperature inversions.
that were not captured by the models, some 400 m above the inversion base. There was positive correlation \( r = 0.24 \) to \( 0.40 \) between the extreme temperature errors and the profile average wind speeds in all models, though only in ERA-Interim the correlation was statistically significant \( (p = 0.03) \). Most of the temperature errors larger than 7.5°C (20 cases of 23) occurred when the wind speed averaged over the profile was larger than 6 m/s; all three exceptions were from the JCDAS model.

We defined the temperature inversion base height, depth, and strength as in Kahl [1990] using a threshold of 0.3°C for the temperature increase with height [Vihma et al., 2011]. From the 29 measured profiles, 23 included a temperature inversion. NCEP-DOE captured the occurrence of inversions (but not their strength and depth) fairly well with only 4 missing inversions and 2 false inversions. ERA-Interim followed with 5 missing inversions and 3 false inversions. NCEP-CFSR missed 7 inversions and presented 3 false inversions. MERRA missed 9 inversions and presented 2 false inversions whereas JCDAS missed 11 inversions and gave 1 false inversion.

### 3.2. Air humidity

Air specific humidity, averaged over the 29 soundings, did not vary much with height (Figure 2c), but the relative humidity decreased with height from 90% at the lowermost 100 m to 75% at 890 m (Figure 2e). Among the reanalyses, basically only ERA-Interim reproduced the shape of the specific humidity profile, but with a significant moist bias of 0.3 to 0.5 g kg\(^{-1}\) throughout the profile, and missing the humidity inversion in the lowermost 180 m. ERA-Interim relative humidity had a significant moist bias of up to 9% in the whole profile. The observed mean specific humidity profile was best captured by NCEP-CFSR, with mostly dry insignificant biases of up to 0.3 g kg\(^{-1}\). The cold bias clearly dominated over the dry bias, seen as a mostly significant (i.e., significant at most measurement heights) wet bias in the relative humidity of NCEP-CFSR. MERRA specific humidity had significant dry bias above 150 m with the magnitude increasing with altitude to 0.5 g kg\(^{-1}\). MERRA relative humidity had a mostly significant dry bias of approximately 6% in the whole
profile. The mean specific humidity profiles of JCDAS and NCEP-DOE showed a mostly significant moist bias in the lowermost 600 m and a strong decrease of air moisture upward of the height of 100-150 m. JCDAS had a mostly significant positive bias in relative humidity but NCEP-DOE values, vertically interpolated between the model levels, almost perfectly matched the observations in the layer of 100 to 550 m. This was, however, due to the combined effects of warm and moist (in the sense of specific humidity) bias.

Considering the specific humidity RMSE, NCEP-CFSR outperformed the other reanalyses in the whole profile (Figure 2d), but for relative humidity, none of the reanalyses was clearly better than the others (Figure 2f). Except of JCDAS specific humidity, the RMSE of specific and relative humidity increased with height up to the altitude of at least 500 m.

The summertime correlation coefficient $r$ for specific humidity (not shown) varied in NCEP-CFSR and ERA-Interim from 0.4 to 0.7. JCDAS had a minimum $r$ of 0.2 and MERRA even below 0.1. The worst model was NCEP-DOE with a negative $r$ down to −0.5 above the height of 250 m. Correlations for the relative humidity were generally smaller than for the specific humidity, $r$ typically ranging from 0.2 to 0.6.

In the individual profiles of specific humidity (not shown), ERA-Interim had the highest positive errors, even exceeding 3 g kg$^{-1}$. In three cases the observed specific humidity was approximately 2.5 g kg$^{-1}$, while the ERA-Interim specific humidity was approximately 6 g kg$^{-1}$. All these cases were associated with a strong (8°C) temperature inversion. In these cases the temperature profile was fairly well reproduced by ERA-Interim, but the reanalysis relative humidity was excessive, close to 100% compared to the observed 35 to 60%. The highest negative errors in specific humidity, less than −2 g kg$^{-1}$, occurred in NCEP reanalyses, associated with strong (8°C) temperature inversions that were not captured by the reanalyses.

A layer with a specific humidity increase larger than 0.2 g kg$^{-1}$ was considered as a humidity inversion. The measured 29 profiles included 21 cases with a humidity inversion; the maximum inversion strength was 2.6 g kg$^{-1}$. NCEP-DOE captured 15 inversions and 4 false
inversions. ERA-Interim captured 10 inversions and MERRA 9 inversions with no false inversions. NCEP-CFSR captured 7 inversions and 1 false inversion whereas JCDAS captured 4 inversions and 3 false inversions.

3.3 Wind speed

The observed wind speed averaged over the whole measurement period was 3.2 m s\(^{-1}\) at the height of 10 m, increasing to 5.6 m s\(^{-1}\) by the height of 130 m, and was gradually increasing further upwards to 6.2 m s\(^{-1}\) (Figure 2g). Considering the mean wind speed, averaged over the 29 soundings, ERA-Interim and JCDAS yielded statistically significantly too strong 10 m wind speed, whereas higher than 30 m MERRA and NCEP-CFSR had significantly too low wind speed. The mean wind speed profile was best captured by ERA-Interim and JCDAS with the magnitude of the negative bias smaller than 0.6 m s\(^{-1}\). At all prognostic model levels, NCEP-DOE underestimated wind speed by 1 m s\(^{-1}\) and NCEP-CFSR and MERRA by 1.7–1.8 m s\(^{-1}\). NCEP-CFSR and MERRA, however, outperformed the other reanalyses for the 10 m wind speed.

The RMSE for the 10 m wind speed was approximately 1.5 m s\(^{-1}\) for all reanalyses (Figure 2h). At higher levels ERA-Interim was clearly the best, followed by NCEP-DOE and JCDAS, while the new NCEP-CFSR and MERRA reanalyses were clearly the worst. The correlation coefficient against the observed wind speed (not shown) was best for ERA-Interim (vertical average 0.7) and worst for MERRA (\(r\) was 0.3–0.5 below 400 m but dropped to 0.1–0.2 above 500 m). The largest errors in individual profiles, both negative and positive, exceeded 5 m s\(^{-1}\) in magnitude in MERRA and NCEP-CFSR. A large overestimation of wind speed concurred with calm weather. A large underestimation coincided above the inversion base of strong temperature inversions that were not captured by the models.

3.4 All variables studied
To summarize the results we present a ranking of the reanalyses, with the bias, RMSE and correlation of air temperature, specific and relative humidity, and wind speed, vertically averaged over the 890 m layer (Table 1).

The observations covered spring and summer seasons, which differ, among others, from the point of view of lower boundary conditions for the atmosphere. Considering the air temperature, the biases and RMSEs were better for summer (except for CFSR), but correlations were generally better for spring. These results may be related to the prevailing near-zero surface temperatures in summer, the more variable temperatures in spring, and the capability of reanalyses to reproduce the synoptic-scale variations. Considering the humidity variables, the results were generally better for spring, seen for most reanalyses as better correlations and RMSEs of specific humidity and smaller biases of relative humidity. Summer conditions with a lot of low clouds, fog, and melt ponds seem a challenge for humidity analyses. The correlation coefficients for wind speed were better in spring for all reanalyses. We note, however, that the number of spring soundings used in the validation was small (10), which prevents us from firm conclusions.

4. Discussion and conclusions

The tethersonde observations should not be considered as representing the climatology of the study period and region. This is because the balloon could not be operated during winds stronger than 15 m s\(^{-1}\) and the balloon was not ascended into clouds. In any case, the data are suitable for reanalysis validation in conditions with neither low clouds nor very strong winds, and according to our knowledge represent the longest independent (not assimilated to models) data set of vertical profiles of wind, air temperature, and air humidity over the Arctic Ocean.

All reanalyses suffered from large errors in the vertical profiles of air temperature and humidity, and two reanalyses also had large errors in the wind speed profile. Combining the validation results for temperature, humidity and wind, ERA-Interim got the highest overall ranking. ERA-Interim outperformed the other reanalyses in the bias and RMSE for air temperature as well as
in the bias, RMSE, and correlation for the wind speed (Table 1). ERA-Interim got also the second place in reproducing the observed temperature and humidity inversions. Except of the inversions, ERA-Interim was not particularly successful estimating the air humidity. The main challenge for ECMWF is to get rid of the warm and moist biases. These have been long-lasting problems: already in 1990s ECMWF operational analyses and ERA-40 included warm and moist near-surface biases in the Arctic and Antarctic [Beesley et al., 2000; Curry et al., 2002; Vihma et al., 2002; Tastula and Vihma, 2011].

Our results on the warm bias of up to 2° C in ERA-Interim in the lowermost 400 m layer is well in agreement with Lüpkes et al. [2010], who observed a warm bias of up to 1.7° C in the lowermost 300 m in ERA-Interim on the basis of R/V Polarstern rawinsonde soundings within 500 km of Tara in August 2007. Lüpkes et al. [2010] also observed a moist bias throughout the lowermost 1 km, which agrees well with our results. It is noteworthy that the R/V Polarstern soundings were assimilated into ERA-Interim. This suggests that the data assimilation system does not work effectively; even when observations are available, they are not well utilized, probably getting too low weight compared to the first-guess field (compare to the conclusions of Atlaskin and Vihma [2012]).

Both NCEP reanalyses and MERRA outperformed the other reanalyses with respect to 2-m air temperature and specific humidity and 10-m wind speed. This is an important result for those who apply reanalyses to provide atmospheric forcing for sea ice models in retrospective simulations. If one reanalysis should be selected, NCEP-CFSR is recommended on the basis of this study; it was among the best for all near-surface variables validated here (Figure 2). It should be remembered, however, that also radiative fluxes and precipitation, not validated in this study, are essential in the atmospheric forcing for sea ice. As the near-surface variables depend on a complex interaction of various processes, it is very difficult to evaluate what is the reason for the success of NCEP-CFSR. We only note that this reanalysis includes a comparably sophisticated treatment of sea ice, including its fractional coverage and prognostic ice and snow thickness [Saha et al., 2010].
The difficulties in improving reanalyses are demonstrated by the fact that at the prognostic model levels, the older NCEP-DOE got the second highest overall ranking (Table 1) and outperformed the new NCEP-CFSR for the wind speed and, close to the height of 800 m, also for the air temperature. NCEP-DOE was the best reanalysis capturing both temperature and humidity inversions, though the model had the most sparse vertical resolution. NCEP-CFSR had a cold bias up to 2°C but was clearly the best reanalysis for specific humidity. NCEP-CFSR also had a large bias, $-1.7 \text{ m s}^{-1}$, in the wind speed. Further, the new MERRA reanalysis suffered from serious problems in air humidity and wind speed, being the driest reanalysis with weakest winds. Moreover, MERRA had clearly lowest ($r = 0.1–0.2$) correlations with the observed wind speed; these occurred from 500 m upwards, where the other reanalyses had correlation coefficients of 0.35 to 0.7.

JCDAS reanalysis suffered from poor temperature and humidity profiles. JCDAS was the weakest model in capturing temperature and humidity inversions. The average temperature profile was close to moist-adiabatic, which suggests that the boundary layer scheme yields too much mixing. JCDAS results for the wind speed were, however, almost as good as those of ERA-Interim.

An interesting aspect in the validation results was that the largest air temperature errors did not occur in conditions of very stable stratification, which is usually the case [Atlaskin and Vihma, 2012], but in conditions of higher-than-average wind speeds. This may be related to the large role of lateral advection in controlling the air temperature variability over the Arctic Ocean, especially in spring and summer 2007 [Graversen et al., 2011].

The observed biases in temperature, humidity, and wind speed are in many cases comparable or even larger than the climatological trends during the latest decades [Serreze et al., 2009]. This calls for caution when applying reanalysis data in climatological studies. A good aspect in reanalysis is that the model and the data assimilation systems keeps the same throughout the reanalysis period, but changes occur in the availability of observations, and these may result in wrong conclusions on the trends, as demonstrated e.g. by Screen and Simmonds [2011].
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**Figures**

**Figure 1.** Drift track of TARA during the period of tethersonde soundings, from 25 April to 31 August, 2007. The red line shows the September minimum sea ice extent.

**Figure 2.** From 29 single profiles calculated: a) average temperature, b) RMSE (root mean square error) of temperature, c) average specific humidity, d) RMSE of specific humidity, e) average relative humidity, f) RMSE of relative humidity, g) average wind speed, h) RMSE of wind speed.
Table 1. Vertically averaged values of the magnitude of bias, RMSE, and correlation coefficient of air temperature ($T_a$), specific humidity ($Q_a$), relative humidity ($R_H$), and wind speed ($V$).

Correlation coefficients for air temperature and specific humidity were calculated on the basis of 19 soundings in summer, but for all other parameters on the basis of the whole period of 29 soundings.

In the ranking the best reanalyses is indicated by 5 points and the worst by 1 point.

<table>
<thead>
<tr>
<th></th>
<th>ERA-Interim</th>
<th>NCEP-DOE</th>
<th>NCEP-CFSR</th>
<th>MERRA</th>
<th>JCDAS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Rank</td>
<td>Mean Rank</td>
<td>Mean Rank</td>
<td>Mean Rank</td>
<td>Mean Rank</td>
</tr>
<tr>
<td>$T_a$ bias</td>
<td>0.51 5</td>
<td>1.17 3</td>
<td>1.36 2</td>
<td>0.63 4</td>
<td>1.42 1</td>
</tr>
<tr>
<td>$T_a$ RMSE</td>
<td>2.61 5</td>
<td>3.31 3</td>
<td>3.53 2</td>
<td>3.15 4</td>
<td>5.30 1</td>
</tr>
<tr>
<td>$T_a$ Correl</td>
<td>0.74 4</td>
<td>0.79 5</td>
<td>0.70 2</td>
<td>0.74 3</td>
<td>0.63 1</td>
</tr>
<tr>
<td>$Q_a$ bias</td>
<td>0.40 1</td>
<td>0.20 4</td>
<td>0.14 5</td>
<td>0.33 2</td>
<td>0.25 3</td>
</tr>
<tr>
<td>$Q_a$ RMSE</td>
<td>0.75 4</td>
<td>0.81 2</td>
<td>0.54 5</td>
<td>0.75 3</td>
<td>0.81 1</td>
</tr>
<tr>
<td>$Q_a$ Correl</td>
<td>0.56 4</td>
<td>-0.17 1</td>
<td>0.58 5</td>
<td>0.33 2</td>
<td>0.47 3</td>
</tr>
<tr>
<td>$R_H$ bias</td>
<td>6.89 2</td>
<td>2.35 5</td>
<td>5.82 3</td>
<td>5.26 4</td>
<td>8.68 1</td>
</tr>
<tr>
<td>$R_H$ RMSE</td>
<td>15.7 3</td>
<td>15.9 2</td>
<td>15.3 5</td>
<td>15.4 4</td>
<td>16.8 1</td>
</tr>
<tr>
<td>$R_H$ Correl</td>
<td>0.41 3</td>
<td>0.48 4</td>
<td>0.29 2</td>
<td>0.52 5</td>
<td>0.23 1</td>
</tr>
<tr>
<td>$V$ bias</td>
<td>0.43 5</td>
<td>0.90 3</td>
<td>1.69 2</td>
<td>1.85 1</td>
<td>0.47 4</td>
</tr>
<tr>
<td>$V$ RMSE</td>
<td>1.80 5</td>
<td>2.03 4</td>
<td>2.70 2</td>
<td>2.91 1</td>
<td>2.20 3</td>
</tr>
<tr>
<td>$V$ Correl</td>
<td>0.71 5</td>
<td>0.59 4</td>
<td>0.44 2</td>
<td>0.28 1</td>
<td>0.52 3</td>
</tr>
</tbody>
</table>

Total points: 46, 40, 37, 34, 23