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a b s t r a c t

With improved observation methods, increased winter navigation, and increased awareness of the cli-
mate and environmental changes, research on the Baltic Sea ice conditions has become increasingly
active. Sea ice has been recognized as a sensitive indicator for changes in climate. Although the inter-
annual variability in the ice conditions is large, a change towards milder ice winters has been detected
from the time series of the maximum annual extent of sea ice and the length of the ice season. On the
basis of the ice extent, the shift towards a warmer climate took place in the latter half of the 19th century.
On the other hand, data on the ice thickness, which are mostly limited to the land-fast ice zone, basically
do not show clear trends during the 20th century, except that during the last 20 years the thickness of
land-fast ice has decreased. Due to difficulties in measuring the pack-ice thickness, the total mass of
sea ice in the Baltic Sea is, however, still poorly known. The ice extent and length of the ice season depend
on the indices of the Arctic Oscillation and North Atlantic Oscillation. Sea ice dynamics, thermodynamics,
structure, and properties strongly interact with each other, as well as with the atmosphere and the sea.
The surface conditions over the ice-covered Baltic Sea show high spatial variability, which cannot be
described by two surface types (such as ice and open water) only. The variability is strongly reflected
to the radiative and turbulent surface fluxes. The Baltic Sea has served as a testbed for several develop-
ments in the theory of sea ice dynamics. Experiences with advanced models have increased our under-
standing on sea ice dynamics, which depends on the ice thickness distribution, and in turn
redistributes the ice thickness. During the latest decade, advance has been made in studies on sea ice
structure, surface albedo, penetration of solar radiation, sub-surface melting, and formation of superim-
posed ice and snow ice. A high vertical resolution has been found as a prerequisite to successfully model
thermodynamic processes during the spring melt period. A few observations have demonstrated how the
river discharge and ice melt affect the stratification of the oceanic boundary layer below the ice and the
oceanic heat flux to the ice bottom. In general, process studies on ice–ocean interaction have been rare. In
the future, increasingly multidisciplinary studies are needed with close links between sea ice physics,
geochemistry and biology.

� 2009 Elsevier Ltd. All rights reserved.

1. Introduction

The primary reasons to study sea ice geophysics in the Baltic
Sea have been related to two aspects: winter navigation and cli-
mate. The extent and thickness of the ice cover and the duration
of the ice season are important for navigation and travel on the
ice, and already for centuries there has been an interest to monitor
these variables (e.g., Sass, 1866). Today the winter navigation in
the Baltic Sea is very active. For example, in Finland more than
80% of the international trade is transported via the sea, and ships
need ice-breaker assistance for 3–6 months each winter, although

in the mildest winters this need is restricted to the Gulf of Finland,
Gulf of Bothnia, and the Gulf of Riga. The winter navigation is
strongly increasing: in the Gulf of Finland the traffic is estimated
to twofold by 2010–2015 with more need for operational services.
These services are based on monitoring of the actual ice conditions
and forecasting of the conditions in the time scale of a few days.
The latter is based on models, in which at least the ice dynamics
and often also the thermodynamics are taken into account. Simul-
taneously with the increasing navigation, the interest in the cli-
mate and environmental changes is strongly increasing, and sea-
ice research is becoming more multidisciplinary.

Through various mechanisms sea ice is an important factor in
the climate system of the Baltic Sea region. First, sea ice has a high
albedo. Sea ice is often covered by snow, and the albedo of a dry,
new snow cover can be up to 0.9, while the albedo of melting bare
ice is only of the order of 0.4 (or less, if the ice has become very
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thin). Even the latter is much higher than the albedo of the open
sea, which is typically below 0.1. Changes on the snow/ice surface
are accordingly associated with a strong feedback mechanism: a
small reduction in the albedo can cause a large increase in the
net solar radiation. Second, sea ice and its snow cover act as good
insulators between the ocean and the atmosphere reducing, or
even preventing, the air–sea exchange of heat, water vapour,
CO2, and other gases. In winter, the air–water temperature differ-
ence through the ice and snow can be up to 30 K. Sea-ice cover
is, however, seldom uniform, but broken by cracks, leads, and
polynyas, which act as pathways for heat and moisture from the
ocean to the atmosphere. In winter conditions, the sum of the tur-
bulent fluxes of sensible and latent heat over the areas of open
water can reach several hundreds of Watts per square metre. This
has a large effect on the thermodynamics of the atmosphere, sea
ice, and the ocean. Third, the ice cover acts as a mechanical barrier
between the atmosphere and ocean. Below land-fast ice this pre-
vents the air–sea momentum flux, and below drift ice the momen-
tum flux may be either increased or decreased, depending on the
ice motion and the roughness of the ice surface and bottom.
Fourth, the ice pack stores and advects fresh water, heat, atmo-
spheric settling, and sediments, and may release them far away
from their original source. The extent and thickness of sea ice are
thus highly sensitive indicators of climate variability and change.

In recent decades, we have witnessed several research activities
addressing the sea ice geophysics in the Baltic Sea. This review was
initiated by the Baltic Sea Experiment (BALTEX), a continental scale
experiment under the Global Energy and Water Cycle Experiment
of the World Climate Research Programme, where sea ice has been
one of the central research topics (Omstedt et al., 2004a; Vihma
and Haapala, 2005). In the European project ‘Baltic Air–Sea–Ice
Study’ (BALTEX–BASIS, Launiainen and Vihma, 2001) from 1997
to 2000, the main emphasis was on the interaction between the
atmosphere, sea ice, and the ocean, as well as in sea ice thermody-
namics. Sea ice was also addressed in the European projects ‘Baltic
Sea System Study’ (BASYS; Krauss, 2000) and ‘Ice State’ (Riska and
Tuhkuri, 1999). The focus of the sea-ice research in BASYS was to
model the seasonal and long-term evolution of the Baltic Sea ice
pack, while the objective of the ‘Ice State’ was a formulation of
interconnection between the local and geophysical scales describ-
ing ice cover deformation. Sea-ice modelling issues have also been
parts of the German and Swedish national research projects DEK-

LIM and SWECLIM (Rummukainen et al., 2004). Important field
observations have been carried out in the Gulf of Finland as a part
of a Finnish-Japanese co-operative program (Kawamura et al.,
2001; Granskog et al., 2004). In the field of Baltic Sea ice climatol-
ogy, a regular series of workshops has been arranged every 3 years
since 1993 (Leppäranta and Haapala, 1993; Järvet, 1999; Sztobryn,
1999; Omstedt and Axell, 2002). A European project ‘Arctic Ice
Cover Simulation Experiment’ (AICSEX) paid attention also to the
relation between the Arctic and Baltic Sea ice conditions. From
the point of view of winter navigation, Baltic Sea ice was also stud-
ied in the European project ‘Ice Ridging Information System for
Decision Making in Shipping Operations’ (IRIS). For multidisciplin-
ary collaboration in sea-ice research in the Baltic Sea and the Arc-
tic, the Nordic Network for Sea-Ice Research (NetICE) was founded
in 2007.

Here, we review the geophysical sea-ice research in the Baltic
Sea. Sea ice is also studied in the fields of geochemistry, biology,
ship engineering, and remote sensing, but we will not review these
fields. A review on sea ice in the Baltic Sea, written from the point
of view of geochemistry and biology, was presented in Granskog
et al. (2006a), while the remote sensing issues are reviewed in Bar-
ale and Gade (2008). Our review on the Baltic Sea ice climate was
included in Heino et al. (2008), and it is improved and extended
here in Section 2. In Section 3, we address the observations, process
studies, and modelling of sea ice structure, properties, and thermo-
dynamics, while sea ice dynamics is addressed in Section 4. The
structure, properties, thermodynamics, and dynamics of sea ice
are all interrelated. Many basic studies on ice dynamics have, how-
ever, not addressed the three other topics. We therefore organize
this review with separate Sections 3 and 4. Many observational
studies on thermodynamics have also included process-oriented
modelling or development of model parameterizations, and there-
fore we will include such model-related studies in Section 3. Oper-
ational and climatological modelling is addressed in Sections 5 and
6, respectively. A summary is given and perspectives for the future
are discussed in Section 7.

2. Baltic Sea ice climate

The extent and thickness of the ice cover as well as the duration
of the ice season are the most commonly used variables to describe
the ice climate. Observed climatological trends in these variables

Table 1
Trends in the annual maximum ice extent (MIB), annual maximum ice thickness (MIT), and duration of the ice season (DIS).

Region Period Trend Significance Reference

MIB Baltic Sea 1901–1995 No (<90%) Haapala and Leppäranta (1997)
MIB Baltic Sea 1720–1995 Yes (97%) Haapala and Leppäranta (1997)
DIS Polish coast 1896–1993 Yes Sztobryn (1994)
DIS Szczecin Lagoon 1888–1995 Yes Girjatowicz and Kozuchowski (1999)
DIS Finnish coast 1889–1995 Yes (99%) Haapala and Leppäranta (1997)
DIS Port of Tallinn 1500–2000 NR but evident since mid-1800s Tarand and Nordli (2001)
DIS West Estonian archipelago 1949–2004 Yes Jaagus (2006)
DIS Southern coast of the Gulf

of Finland
1949–2004 No Jaagus (2006)

DIS Gulf of Finland and Gulf of
Riga

1900–1990 NR Jevrejeva (2000)

DIS Port of Riga 1529–1990 Yes (99.9%) for severe winters, no for mild
and average winters

Jevrejeva (2001)

DIS Baltic Sea coasts 1900–2000 � and + See Fig. 3 Jevrejeva et al. (2004)
MIT Baltic Sea coasts 1900–2000 � and + No Jevrejeva et al. (2004)
MIT Gulf of Bothnia 1899–1995 + Kemi Yes (Kemi), No (other) Haapala and Leppäranta (1997), Seinä (1993), and

Launiainen et al. (2002)
MIT Gulf of Bothnia 1980–2000 � other NR but evident Seinä (1993) and Launiainen et al. (2002)
MIT Northern Gulf of Finland Early 1900–

1990s
NR Alenius et al. (2003)

� Denotes decreasing and + increasing trend. NR indicates that the statistical significance of the trend has not been reported.
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are summarized in Table 1 and discussed below. Unfortunately, in
many papers, the statistical significance of the trends observed has
not been reported in detail.

2.1. Ice extent and thickness

Monitoring of the ice extent has been based on different meth-
ods. Regular ice observations in the coastal regions of the Baltic Sea
started in late 1800s. The Finnish operational ice service was estab-
lished in 1915, but better estimates of the ice extent became pos-
sible only with reconnaissance flights, which in Finland started in
1934. The latest milestone in the accuracy of data on sea ice extent
was the start of satellite observations in 1967.

The oldest information available on sea ice extent in the Baltic
Sea originated from various sources including observations at
lighthouses, records on travel on the ice, old newspapers, and sci-
entific articles (Speerschneider, 1915, 1927). Jurva (1952) collected
such information from winters 1720–1940, also utilizing the corre-
lation between the ice extent and air temperature in Stockholm
and Helsinki. Due to uncertainties in the data from the 1700s
and early 1800s, Jurva himself never published the whole time ser-
ies. In his last paper, Jurva (1952) showed the estimated ice extent
only from 1830 onwards. The whole time series from 1720 on-
wards was published as figures in Palosuo (1953), from where
the ice extent has been later digitized by various authors (Lamb,
1977; Alenius and Makkonen, 1981; Leppäranta and Seinä, 1985).
In the original figures, the ice extent is illustrated with bar dia-
grams, and an estimate of the uncertainty of the ice extent is de-
noted by dashed lines, which we reproduce in Fig. 1. The
absolute uncertainty is largest for severe ice winters, such as
1739/1740, when the estimates range from 350,000 to
4,201,000 km2, but a relative uncertainty of 15–25% is also present
in mild ice winters in 1760s. Only the maximum estimates are gi-
ven in many time series published. Seinä (1994) and Seinä and Pal-

osuo (1996) have summarized the maximum annual ice extent
(MIB) in the Baltic Sea utilizing the material of the Finnish opera-
tional ice service from winters 1941–1995 and the information col-
lected by Jurva (1952) from winters 1720–1940.

The inter-annual variability in sea ice extent is large (Fig. 1). In
the widely used classification of ice winters by Seinä and Palosuo
(1996), mild, average, and severe winters contain the same per-
centage (�33%) of the winters in the period of 1720–1995. Mild
and severe winters are further classified in extremely mild, mild,
severe, and extremely severe ones. The extreme categories both
contain �10% of the winters. The sea areas covered by ice in extre-
mely mild, mild, average, severe, and extremely severe winters are
shown in Fig. 2. According to this classification, during the last
22 years all ice winters have been average, mild, or extremely mild,
which may give reason to develop a new classification based on re-
cent ice climate. The latest extremely severe ice winter occurred in
1986–1987, and the latest winters with the Baltic Sea totally frozen
have been in 1941–1942 (certainly) and 1946–1947 (most proba-
bly; Simojoki, 1952). According to Haapala and Leppäranta
(1997), the maximum annual ice extent in the Baltic Sea did not
show clear trends during 1900s (the decreasing trend found had
a statistical significance less than 90%). In the time scale from
1720 to 2008 we see, however, a decreasing trend (Fig. 1 and Table
1), and it is further discussed in Section 4.

Accurate data on the ice thickness is almost entirely restricted
to the zone of land-fast ice. In the Bothnian Bay, the annual maxi-
mum level ice thickness is typically 0.65–0.80 m (Seinä and Peltola,
1991), and it reaches 0.3–0.5 m even in mild winters. In the Skag-
errak and the coastal areas of Germany and Poland the annual
maximum ice thickness seldom exceeds 0.5 m (BSH, 1994).

In their analysis of 37 time series from coastal stations around
the Baltic Sea, Jevrejeva et al. (2004) did not find any consistent
change in the annual maximum ice thickness. According to Haapal-
a and Leppäranta (1997), the level-ice thickness in the Baltic Sea
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Fig. 1. Annual maximum ice extent in the Baltic Sea 1720–2008. The uncertainty of observations during the early part of the time series is indicated as dashed bars (Palosuo,
1953). The curves show the 15-year Gaussian-filtered time series for the high and low estimates of the maximum ice extent.
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did not show clear trends during the 20th century. Seinä (1993)
and Launiainen et al. (2002) reported an increasing trend in the
maximum annual ice thickness off Kemi (northernmost Gulf of
Bothnia) during the 20th century until 1980s; in more southerly
locations in the Gulf of Bothnia no clear trends were observed for
the same period (Table 1). At all stations in the Gulf of Bothnia,
decreasing trends have been observed since 1980s. In the Gulf of
Finland, the maximum annual ice thickness has had a decreasing
trend off Helsinki and Loviisa (Alenius et al., 2003). With focus
on winter navigation, Launiainen et al. (2002) calculated the an-
nual maximum distance from the harbour of Hamina (eastern Gulf
of Finland) to a zone of sea ice less than 0.10 m thick. The results
for the period from 1951 to 2000 strongly depended on the air
temperature with short distances in 1990s.

In the drift ice regions, where the most of the sea-ice mass lo-
cates, we do not have accurate data on the ice thickness. During
the last 10 years, many field studies have concentrated on the
mapping of the ice thickness, but no systematic long-term mea-
surements of the drift ice thickness have been carried out. Sea-
ice thickness distribution can be observed with a fixed upward-
looking sonar (which would allow long-term monitoring), from
submarines, and by the airborne electromagnetic method (EM).
Multala et al. (1996) showed that a fixed-wing aircraft EM-method
is applicable to the Baltic Sea, but these measurements have not
been continued. Haas (2004a,b) used helicopter-borne EM-instru-
ment in the Baltic Sea during the winters of 2003 and 2004, and
measured ice thickness characteristics along the Finnish coast.
The results showed that, even in rather large regions, the mean de-
formed ice mass is often much larger than the undeformed ice
mass. The observed mean sea-ice thickness averaged over an
approximately 100-km-long flight track varied from 0.3 to 1.8 m,
with several sections where the mean ice thickness was more than
1.5 m. The ice thickness information presented in Finnish and
Swedish operational ice charts refers to level-ice thickness, and
the results of Haas (2004a,b) clearly demonstrated that it should
not be used as an estimate for the deformed ice thickness.

As far as we are aware, climate-scale changes in the occurrence
of various ice types have not been studied, although daily ice
observations were classified according to the ice type already more
than 60 years ago: nine different ice types were identified in the
instructions for German ice observers (Deutschen Seewarte, 1945).

2.2. Length of the ice season

The first sea ice in the Baltic Sea typically forms in November (at
earliest in the beginning of October) in the shallow coastal areas in
the northernmost Bothnian Bay. The maximum ice coverage is
usually reached in February or March, but sometimes already in
January, and sea ice remains in the Bothnian Bay typically until
mid-May. Remnants of individual ice ridges have been observed
as late as early July (Palmen, 1928). In the Skagerrak and the coast-
al areas of Germany and Poland, the probability of the sea ice
occurrence is 25–75% (BSH, 1994). There the ice season is accord-
ingly very variable from year to year: in German coastal waters, in
some winters the ice cover forms as late as early March, while in
some winters the last ice has disappeared already by the end of
December (Schmeltzer, 1999).

Local coastal observations usually form the basis for analyses on
the length of the ice season. Decreasing trends in the duration of
the ice season have been reported in at least eight papers (Table
1): depending on the period and region studied, some of the trends
have been statistically significant while others have remained
insignificant. Although most studies have indicated decreasing
trends in the duration of the ice season (Table 1), increasing trends
have also been reported in several locations (Fig. 3; Jevrejeva et al.,
2004).

Along the Polish coast, the length of the ice season has de-
creased by 1–3 days per decade in the period 1896–1993 (Sztob-
ryn, 1994; see also Girjatowicz and Kozuchowski, 1995).
Sztobryn and Stanislawczyk (2002) found, however, large spatial
differences in the sea ice climate over small regions in the south-
eastern Baltic Sea. Girjatowicz and Kozuchowski (1999) analyzed
the ice conditions in the region of the Szczecin Lagoon in the period
from 1888 to 1995, and found a statistically significant decreasing
trend in the duration of the ice season. Haapala and Leppäranta
(1997) concluded that at the Finnish coast the length of the ice sea-
son shows a decreasing trend (Table 1), as also does the probability
of annual ice occurrence in Utö (Northern Baltic Proper). Tarand
(1993) and Tarand and Nordli (2001) discovered that over the last
500 years the sea ice break-up dates in the port of Tallinn have be-
come earlier since about the mid-19th century, and that the
changes have been particularly large during the latest decades.
This was confirmed by Jaagus (2006), who analyzed data from nine
Estonian stations in the period 1949/50–2003/04. A decrease by
more than a month in the duration of the ice season was observed
in the West Estonian Archipelago, while at the southern coast of
the Gulf of Finland the decrease has been insignificant. Only three
stations at the west coast of Estonia showed a statistically signifi-
cant change towards later dates of freezing (Jaagus, 2006).

The sea ice and air temperature time series along the Estonian
coast in the period of 1900–1990 were analyzed by Jevrejeva
(2000). At the end of the study period, the date of a stabilized tran-
sition of the air temperature to sub-zero values was some 8–
14 days later than in early 1900s, while the onset date of melting
air temperatures has become 10–15 days earlier. The number of
days with sea ice has decreased by 5–7 days in a century in the
Gulf of Finland, and by 5–10 days in the Gulf of Riga. These changes
have been associated with a climatic warming of 0.5–1.0 �C in
Estonia in November–April in the period of 1900–1990; the warm-
ing has, however, been statistically significant at 99.9% confidence
level only at one of the eight stations analyzed by Jevrejeva (2000).
Analyzing the historical record of ice break-up at the port of Riga in

Fig. 2. Annual maximum ice extent in the Baltic Sea in winters classified as
extremely mild (white and at least part of the yellow area), mild (also at least part
of the blue area), average (also at least part of the red area), severe (also at least part
of the green area), and extremely severe (also at least part of the black area).
Redrawn from Seinä and Palosuo (1996).
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1529–1990, Jevrejeva (2001) detected a decreasing trend of about
2.0 days per century for the break-up dates for severe winters (sta-
tistically significant at the 99.9% level). For mild and average win-
ters, no statistically significant trends were detected.

Jevrejeva et al. (2004) presented a thorough analysis of twenti-
eth-century time series at 37 coastal stations around the Baltic Sea.
In general, the observations showed a tendency towards milder ice
conditions. Among variables studied, the largest change has oc-
curred in the length of the ice season, which has decreased by
14–44 days in a century, and it is mostly due to the earlier ice
break-up. The trends in the time series showed, however, large
spatial variations in the Baltic Sea. The trends in the dates of freez-
ing and break-up are shown in Fig. 3; we see that statistically sig-
nificant trends with an opposite sign can be found even across the
Gulf of Finland (date of freezing at Helsinki and Narva-Joesuu).
Break-up in the north is characterised by a statistically significant
decreasing trend showing earlier (8–20 days) break-up, while in

the south, trends are insignificant but have a tendency for a later
date of break-up.

2.3. Large-scale atmospheric forcing on the ice climate

During the last decade, increased attention has been paid on the
relation between the inter-annual variations in the Baltic Sea ice
conditions and the indices of the North Atlantic Oscillation (NAO)
and Arctic Oscillation (AO). We show the MIB and the fields of 2-
m air temperature and 10-m wind vector over the Baltic Sea region
as averaged for winters (January–March) with the NAO in-
dex P 0.5 (Fig. 4, upper panel) and the NAO index 6 �0.5 (Fig. 4,
lower panel). The NAO indices as well as the 2-m air temperatures
and 10-m winds were based on the reanalysis of the US National
Center for Environmental Prediction (NCEP)/National Center for
Atmospheric Research (NCAR). High positive NAO indices reflect
strong westerlies over the North Atlantic, which bring mild and
moist maritime air to the European continent. Negative NAO

Fig. 3. Slopes of the trends in time series of date of freezing (above) and break-up (below) in the Baltic Sea (1900–2000); black and grey columns represent statistically
significant (p < 0.05) and insignificant (p > 0.05) slopes, respectively. The coastal stations Kemi, Vaasa, and Rauma locate in the Gulf of Bothnia; Nevskaja ustjevaja, Vyborg,
Narva-Joesuu, Loviisa, and Helsinki in the Gulf of Finland; Pärnu, Kihnu, and Kolka in the Gulf of Riga; Utö in the Archipelago Sea; Vilsandi, Ventspils, and Liepaja in the
eastern coast of the Baltic Proper, while the rest of the stations locate at the southern and south-western coasts of the Baltic Sea. Redrawn from Jevrejeva et al. (2004).
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indices express a weakening or even blocking of the westerly air-
flow over the Atlantic Ocean. The main difference in the 10-m wind
fields over the Baltic Sea is that in years with the NAO index P 0.5
the magnitude of the vector average is approximately twice as
large as in years with the NAO index 6 �0.5. In the latter years,
there is no prevailing westerly flow over the Skagerrak and Katte-
gat, seen as very small vector averages, but over the Baltic Proper a
westerly flow prevails even with the NAO index 6 �0.5. On the
other hand, the effect of NAO on the 2-m air temperature is very
uniform over the study region: the winters with the NAO in-
dex P 0.5 are approximately 2 K warmer than the winters with
the NAO index 6 �0.5.

During the winters with the NAO index P 0.5, the average MIB
is 121,000 km2, with a range from 45,000 to 337,000 km2, while
during winters with the NAO index 6 �0.5, the average MIB is
259,000 km2, with a range from 150,000 to 405,000 km2. Koslow-
ski and Loewe (1994) have pointed out that, depending on the ex-

act location and size of the high- and low-pressure areas, in rare
cases a locally severe ice winter in the south-western Baltic Sea
can develop even in spite of a high NAO winter index. This is the
case also for the MIB, which in some cases is very large even in
winters with a positive NAO index, such as 1985/1986 (Fig. 5). In
this winter, the monthly NAO indices from December to March
were 0.22, 1.11, �1.00, and 1.71, respectively, i.e., the large-scale
atmospheric circulation favoured extensive ice formation only in
February. Also the results of Omstedt and Chen (2001) and Jaagus
(2006) suggest that February is the key month, when the large-
scale circulation plays a main role in determining the MIB.

In the Baltic Sea, NAO seems to affect mostly the late-winter
temperature (January–March) with a significant impact also on
the mid-spring (April–May) period, when the air temperature is
strongly correlated to the ice break-up dates (Yoo and D’Odorico,
2002). Moving correlation analyses have demonstrated that the
relationship between the NAO index and MIB is not constant in
time (Omstedt and Chen, 2001; Janssen, 2002; Schrum and Jans-
sen, 2002; Chen and Li, 2004). Meier and Kauker (2002) have inter-
estingly pointed out that during two periods, around 1926 and
1966, the correlation has increased simultaneously with improve-
ments in the observation methods for MIB. Changes in the NAO–
MIB relationship can, however, also be solely due to changes in
the location of the atmospheric pressure patterns (Koslowski and
Loewe, 1994; Chen and Li, 2004).

Considering periodicity in the indices, Jevrejeva and Moore
(2001) found out that the time series of ice break-up date reflect
variations in the winter AO index in the 13.9-year period, but not
in the NAO 7.8-year period. These analyses were extended by
Jevrejeva et al. (2003), who calculated cross-wavelet power for
the time series, and found out that the times of largest variance
in the Baltic Sea ice conditions were in excellent agreement with
significant power in the AO at 2.2–3.5, 5.7–7.8, and 12–20 year
periods (previously Alenius and Makkonen (1981) had detected
the most distinct cycles in the MIB at the periods of 3.5, 5.2, 8,
and 13 years). It is noteworthy that Jevrejeva et al. (2003) found
similar patterns also with the Southern Oscillation Index and El
Nino sea surface temperature time series. Also according to Om-
stedt et al. (2004b), 90% of the variance of the time series is for
the time scales shorter than 15 years. A concern of these studies
is, however, that they have assumed the long-term time series of
the MIB as homogeneous in accuracy (compare to Section 2.1).

Jaagus (2006) analyzed the freezing and break-up dates near the
Estonian coast in relation to large-scale atmospheric circulation.
Although a significant shift towards a later date in the first appear-
ance of sea ice was found on the western Estonian coast, this trend
could not be explained by the trends in the circulation parameters.
On the other hand, the date of ice break-up and, hence, the length
of the ice season were strongly related to the NAO and AO indices
and the frequency of the zonal westerly circulation type. Using the
conditional Mann–Kendall test, Jaagus (2006) demonstrated that
the significant decreasing trends in the duration of the ice season
near the Estonian coast during 1949/50–2003/04 are caused by
the increasing intensity of westerlies in winter, especially in Febru-
ary, and by a corresponding decrease in the frequency of meridio-
nal circulation types.

So far most studies on the large-scale atmospheric forcing on
sea ice have addressed the ice extent and duration of the ice sea-
son. Also the total mass of ice is a climatologically very relevant
variable, but we lack good data on it over large regions. Over a
small region, such as the coastal areas of Schleswig-Holstein, the
ice thickness and concentration can be observed sufficiently accu-
rately. Koslowski and Loewe (1994) calculated the areal ice vol-
ume, which can be visualized as an equivalent ice thickness in a
partly ice-covered sea. Analogously to degree days (accumulated
degrees of frost), they further calculated the accumulated areal

Fig. 4. Mean MIB, 2-m air temperature and 10-m wind vector over the Baltic Sea
region in winters (January–March) with (above) NAO index P 0.5 and (below) NAO
index 6 �0.5. The NAO indices, air temperatures, and winds are based on the NCEP/
NCAR reanalysis.
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ice volume, and showed that in the period from 1879 to 1992 it
was negatively correlated with the NAO winter index (compare
to Fig. 5).

On the basis of the data on the accumulated areal ice volume
from the 1878 to 1993 period, Koslowski and Glaser (1995) recon-
structed the ice winter severity since 1701 for the south-western
Baltic Sea, and Koslowski and Glaser (1999) extended the calcu-
lations for the period from 1501 to 1995. Around 1800 the ice
production in the south-western Baltic Sea was three times lar-
ger than today, while the present-day ice winter regime has
lasted since about 1860. This conclusion based on data from
the south-western Baltic Sea is approximately in agreement
with observations on the ice extent in the whole Baltic Sea:
according to Omstedt and Chen (2001), the shift towards a war-
mer climate took place in 1877. This was associated with a per-
iod of an increased low-pressure activity (Omstedt et al., 2004b)
related to the end of the Little Ice Age. Omstedt and Chen
(2001) also point out that a colder climate is associated with
higher variability in the ice extent (compare to Fig. 1) and with
a higher sensitivity of the ice extent to changes in winter air
temperature. They further developed a statistical model that
links the ice extent and atmospheric circulation. The model
was based on monthly indices of the westerly and southerly
winds as well as the total vorticity. Despite of its simple form
the statistical model achieved a skill only slightly lower than
that of a numerical model in predicting the inter-annual vari-
ability. Omstedt and Chen (2001) argue that such a statistical
model could be a useful tool in predicting the mean ice extent
on the basis of monthly atmospheric pressure fields, which are
predicted applying a general circulation model.

The MIB is also statistically related to the duration of the snow
cover (Jaagus, 1999). This relationship is assumed to partially orig-
inate from the effect of the large-scale atmospheric circulation on
both snow and ice cover, and it remains unknown how much the

continental snow cover itself can affect the Baltic Sea ice conditions
through its effects on the regional air temperature.

The presence of sea ice in the Baltic Sea affects the intensity of
mesoscale cyclones as well as marine and coastal weather condi-
tions (Gustafsson et al., 1998; Niros et al., 2002), but the Baltic
Sea is not large enough to affect the large-scale atmospheric circu-
lation. The ice cover in the Baltic Sea also reduces wind-induced
water level variations (Lisitzin, 1957).

3. Thermodynamics, structure, and properties of sea ice

The structure, properties, and thermodynamics of sea ice are
closely interrelated. Sea ice and snow thermodynamics are con-
trolled by the exchange of heat at the ice–ocean and air–snow
interfaces (or, in the case of bare ice, at the air–ice interface), pen-
etration of solar radiation below the snow/ice surface, conduction
of heat inside the snow and ice, melting and freezing, as well as
vertical transport of liquid water and moist air in the snow pack.
The heat budget equation inside the ice is:

@

@t
qiciTð Þ ¼ @

@z
ki
@T
@z

� �
� @Fsw

@z
þ q ð1Þ

where qi is the ice density, ci is the specific heat of ice, T is the tem-
perature, ki is the heat conductivity of ice, Fsw is the net solar radi-
ation flux, and q is an internal heat source (e.g., release of latent
heat of freezing). The boundary conditions are ki @T/@z = Fnet at
the surface and T = Tf at the bottom, where Fnet is the net surface
heat flux and Tf is the freezing temperature of seawater. An analo-
gous equation can be written for the snow cover. The net heat flux
at the surface is:

Fnet ¼ ð1� aÞð1� bÞFsw þ Flw þ F lw þ FH þ FE þ FQ ð2Þ

where Fsw; is the downward shortwave radiation, a is the surface
albedo, and b is the fraction of the absorbed shortwave radiation
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Fig. 5. Time series of the mean January–March North Atlantic Oscillation Index (line) and the annual maximum ice extent of the Baltic Sea, MIB (Seinä and Palosuo, 1996)
(bars). The MIB is presented as an anomaly of the normalized time series, and the NAO indices are obtained from the NOAA Climate Prediction Center, calculated according to
Barnston and Livezey (1987).
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that penetrates through the surface. Flw; and Flw" are the downward
and upward longwave radiation, respectively. FH and FE are the tur-
bulent sensible and latent heat fluxes, respectively, and FQ is the
conductive heat flux at the surface. Ice growth and melt at the bot-
tom are determined by the difference between the conductive heat
flux and the oceanic heat flux at the ice bottom:

qiL
@h
@t
¼ ki

@T
@z
� Fwi ð3Þ

where h is the ice thickness, L is the latent heat of melting, and Fwi is
the oceanic heat flux. For idealized conditions, analytical models for
sea ice growth can be derived (Leppäranta, 1993).

3.1. Atmosphere–ice interaction

The thermal interaction between the Baltic Sea and the atmo-
sphere is most vigorous in winter with partial or no ice cover. Large
heat and moisture fluxes from the open water modify the overlying
air mass, and sometimes generate convective snowbands with haz-
ardous effects (Andersson and Gustafsson, 1994; Gustafsson et al.,
1998). When a compact sea-ice cover is present, the turbulent sur-
face fluxes are much smaller and the direct effects on the atmo-
sphere are therefore weaker, but the interaction is essential for
the ice thermodynamics.

A lot of attention has been paid on the fluxes at the air–snow
interface (Eq. (2)), in particular in the project BALTEX–BASIS. These
studies can be divided in three categories addressing (a) local-scale
processes over land-fast ice, (b) spatial variations in different flow
conditions, and (c) spatial averaging in the grid-scale of atmo-
spheric and sea-ice models. The sensible heat flux FH has been ad-
dressed in several recent studies. It is usually parameterized by the
so-called bulk method:

FH ¼ qcpCHðhS � hZÞVZ ð4Þ

where h is the potential temperature, V is wind speed, q is the air
density, cp is the specific heat, and CH is a heat transfer coefficient.
The subscripts S and Z refer to the snow surface and height z in the
air. CH depends on the roughness lengths for momentum (z0) and
heat (zT) and the atmospheric stratification. The stratification effects
are expressed by stability functions WM and WH, which depend on
the Obukhov length LO

CH ¼
k2

ðlogðz=z0Þ �WMðz=LOÞÞðlogðz=zTÞ �WHðz=LOÞÞ
ð5Þ

where k is the von Karman constant (� 0.40). In the local scale over
land-fast ice, Launiainen et al. (2001) analyzed the relation of the
surface fluxes and the wind and temperature profiles, and obtained
a new formula for the ratio of the roughness lengths: z0/zT = 0.035
Re0.98. The roughness Reynolds number is Re = (z0 � V)m�1, where m
is the kinematic viscosity of air. The result was found for smooth
to moderately rough snow-covered sea ice. Based on the same data,
Cheng et al. (2001) demonstrated the importance of accurate air–
sea fluxes for modelling of sea ice thermodynamics.

Vihma and Brümmer (2002) studied the spatial variations in the
atmosphere–surface exchange of heat and moisture (FH and FE)
over the ice-edge zone. They showed that during a cold-air out-
break in the Gulf of Bothnia the atmospheric boundary layer
(ABL) was strongly affected by the heat fluxes from leads. In such
off-ice flows, the upwind snow/ice surface is typically close to a
thermal equilibrium with the ABL, and in the downwind region,
due to the large heat capacity of the sea, the surface temperature
of the open sea is not much affected by the overflowing cold air.
On the contrary, during advection of warm marine air mass over
sea ice, the snow/ice surface temperature is strongly affected
(Cheng and Vihma, 2002), while an ice surface of a limited fetch

does not always have any large thermodynamic effect on the ABL
(Vihma and Brümmer, 2002). Cheng and Vihma (2002) applied a
two-dimensional, coupled, mesoscale atmosphere ice model to
study the warm-air advection over sea ice. The model was run into
a steady state under various idealized flow conditions with respect
to season, cloud cover and wind speed. If the turbulent heat flux
from air to snow was large enough to compensate the radiative
cooling of the surface, a downward conductive heat flux was gen-
erated in the upper ice and snow layers. The stronger the surface
heating, the larger was the region (downwind of the ice edge)
where this downward flux occurred. The development of the stably
stratified ABL downwind of the ice edge depended above all on the
wind speed and cloud cover.

Except of the land-fast ice in coastal regions, the ice cover in the
Baltic Sea is usually fractured. This reduces the representativeness
of local point measurements, and aircraft observations are essen-
tial to measure spatially averaged fluxes in the ABL. The results
of Brümmer et al. (2002a) revealed significant spatial and temporal
variations in the surface fluxes; the fluxes depended above all on
the large-scale weather conditions and on the state of the surface,
i.e., either open water, compact land-fast sea ice, or broken sea ice
(Fig. 6). The spatial variability of the heat fluxes in the ice-edge
zone was small during warm-air advection and large during cold-
air advection. Even in the latter conditions, however, the spatial
variability of the surface was often exceeded by the spatial vari-
ability of the net radiation flux caused by an inhomogeneous cloud
cover. The lead effect is seen also in the diurnal cycle of air temper-
ature: Niros et al. (2002) observed a much smaller mean diurnal
cycle in winter over the Bothnian Bay than over the nearby land
areas.

Considering the parameterization of turbulent surface fluxes
over a heterogeneous surface, the so-called mosaic method has be-
come increasingly common, and has also been applied for partly
ice-covered grid boxes in operational weather prediction models
(e.g., HIRLAM). In the method, each model grid cell is divided into
patches of surface types (e.g., ice and open water), and the surface
temperature of each patch is calculated. The grid-averaged surface
fluxes result from area-averaging of the fluxes over the individual
surface patches. For the sensible heat flux:

hFHi ¼ q cp

XN

i¼1

f iCi
H hi

S � hhZi
� �

hVi ð6Þ

where the angle brackets denote a grid average, N is the number of
different surface types in the grid box, and f is the area fraction of
the surface type. The fluxes of latent heat and momentum can be
parameterized analogously. Sometimes the division between sur-
face types is, however, not so clear: in addition to thick ice and open
water, several thin and intermediate ice types may exist. In princi-
ple this could be taken into account in (6), but in practice we sel-
dom have detailed information on the coverage of different ice
types. A simpler approach is to apply a parameter-aggregation
method, which is based on large-scale transfer coefficients, often
called as effective transfer coefficients (Ceff

H for heat), for heteroge-
neous surfaces. For the sensible heat flux:

hFHi ¼ q cpCeff
H hhSi � hhZið ÞhVi ð7Þ

Schröder et al. (2003) applied the BALTEX–BASIS aircraft data in
parameterizing the turbulent surface fluxes using this approach.
The data suggested a value of (0.9 ± 0.3) � 10�3 (mean ± standard
deviation) for the 10-m neutral heat transfer coefficient (which
equals CH of Eq. (5) except that the stratification effects are not in-
cluded). The aircraft measurements were made approximately at
the height of the lowest atmospheric grid level of regional-scale
models. The results should therefore be applicable for such models,
in which the lowest grid level is located above the constant-flux
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layer. The parameter-aggregation method may, however, some-
times yield a wrong sign for FH (Vihma, 1995).

If non-coupled to atmospheric models, many sea-ice models
still use simple parameterizations for the incoming radiative fluxes
(Fsw; and Flw;). Considering longwave radiation, these parameter-
izations are typically based on easily observable quantities, such
as the 2-m air temperature and humidity and the cloud fraction.
In cold temperatures, however, various formulae presented in the
literature differ a lot from each other (Launiainen and Cheng,
1998; Pirazzini et al., 2001). Many formulae underestimate Flw; un-
der clear-skies, particularly in cold conditions, and simple param-
eterizations perform less well than multi-layer radiative transfer
schemes (Niemelä et al., 2001a). Also for the cloud effect on Fsw;,
simple schemes (usually dependent on the total cloud cover) per-
form poorly (Niemelä et al., 2001b). Hence, we strongly recom-
mend that atmospheric model results, based on the multi-layer
radiative transfer schemes, should be applied in sea-ice models in-
stead of the simple parameterizations. It should be stressed that
the modelled sea ice extent may strongly depend on the details
of the atmospheric radiation scheme (Döscher et al., 2002).

3.2. Processes in ice and snow

During the last 10 years, significant advance has been made in
studies on the snow/ice surface albedo, penetration of solar radia-
tion in snow and ice, sub-surface melting, and formation of snow
ice (snow transformed to ice due to flooding of seawater) and
superimposed ice (refrozen snow melt or rain).

Saloranta (1998, 2000) was the first to model the snow-ice for-
mation demonstrating its importance for sea-ice mass balance in
the Baltic Sea. In BALTEX–BASIS, Lundin (2001) studied the snow
influence on land-fast ice thickness, and found out that an in-

creased mean snow thickness over a wide area generates flooding,
which increases the ice thickness via snow-ice formation. Snow
thickness variations on smaller scales do not generate flooding
but have an opposite effect on the ice thickness: due to an en-
hanced insulation effect, a locally thicker snow cover results in lo-
cally thinner ice. Granskog et al. (2003) studied the land-fast sea
ice on 15 sites along the Finnish coast during winter/spring 2000,
and observed that, on average, 18–21% of the total sea-ice mass
was composed of snow or precipitation. Subsequent observations
have, however, indicated large inter-annual variations in the
amount of snow-ice and superimposed ice in the Baltic Sea. Gran-
skog et al. (2004) observed that the contribution of snow-ice and
superimposed ice to the total land-fast ice thickness in the Santala
Bay, Gulf of Finland, varied from 0% to 35% between different win-
ters. They concluded that the contribution strongly depends on the
amount and timing of snow accumulation and timing of snowmelt-
freeze processes, which all exhibit large year-to-year variation.
Cheng et al. (2003) applied a one-dimensional model and BAL-
TEX–BASIS data from the winters of 1998 and 1999: the results
indicated that the refreezing of the surface melt water was the pri-
mary source of superimposed ice formation. Granskog et al.
(2006b) made detailed observations on the superimposed ice for-
mation throughout the snow melt period in the Gulf of Bothnia
in spring 2004. Both refreezing of melt water and freezing of wet
precipitation contributed to the superimposed ice formation. Diur-
nal and synoptic-scale temperature variations were essential to
generate melt and refreezing. In the Baltic Sea with brackish water,
the ice bottom temperatures are only slightly below 0 �C, and the
refreezing is therefore strongly controlled by the conductive heat
flux towards the periodically colder snow surface.

Due to the brackish water, sea ice in the Baltic Sea has a low
salinity and brine volume. The structure of sea ice is in any case

Fig. 6. Horizontal distribution of wind, net radiation, surface temperature, sensible heat flux, latent heat flux, and momentum flux over the Gulf of Bothnia during a cold-air
outbreak on 5 March 1998. The results are based on aircraft observations at flight altitudes of 20–30 m, except the numbers marked on black rectangles, which represent
observations at three ice stations. The dashed line marks the outermost ice edge. Redrawn from Brümmer et al. (2002a).
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basically similar to that in Polar Oceans with preferred horizontal
c-axis, jagged grain boundaries, and a substructure within the
grains associated with brine layers (Granskog et al., 2006a). Char-
acteristic differences do, however, exist (Kawamura et al., 2001),
and in proximity of river estuaries the Baltic Sea ice is very similar
to freshwater ice (Palosuo, 1961). The highest salinities are usually
observed at the uppermost parts of the ice cover (Palosuo, 1963;
Granskog et al., 2004, 2006a). Ice salinity and brine volume are
important for the relationships between the physical, chemical,
structural, and optical properties in the ice cover. Still 10 years
ago, there were, however, very few studies on these relationships.
The observations in the Santala Bay and other locations on the
land-fast ice have partly filled this gap. Kawamura et al. (2001)
analyzed the ice, snow and water samples collected at Santala
Bay once a week from January to April 1999, and found that the
ice was composed of a granular upper layer, occupying approxi-
mately one-third of the entire ice thickness, and underlying colum-
nar ice towards the bottom (Fig. 7; photography of thin vertical
slides of ice have become a popular method to analyse the ice
structure). The granular ice consisted of two layers with different
origins, i.e., snow ice and superimposed ice. A transition layer
may also exist between the granular and columnar ice layers
(Granskog et al., 2003). Granskog et al. (2004) analyzed the sea-
sonal development of the structure, salinity, and stable oxygen iso-
topic composition (d18O) of the land-fast sea ice. The evolution of

the ice salinity profile in winter 2000 is shown in Fig. 8; large
and rapid variations are present especially in the uppermost parts
of the ice cover. These variations were concurrent with snow-ice
formation and flooding events, and accordingly strongly connected
to atmospheric conditions (Granskog et al., 2004). The formation of
snow ice and superimposed ice also affected the profile of d18O,
which showed lower values close to the surface.

The shortwave radiation measurements of Rasmus et al. (2002)
in spring 1998 demonstrated that the snow/ice surface albedo
mostly depends on the condition of the surface, especially on the
presence of liquid water or snow, and on cloud cover. Also, at this
coastal measurement site, forest shading had an effect. Pirazzini
et al. (2006) studied the evolution of snow and ice albedo through-
out the snow melt period in the Gulf of Bothnia. The daily mean al-
bedo ranged from 0.79 over a new snow cover to 0.30 over a bare,
melting ice. The snow thickness was the most important factor
affecting the albedo in the seasonal scale, but the albedo also had
a large diurnal cycle (amplitude 0.07), which was generated by
the snow/ice metamorphism due to melting during daylight and
refreezing during night. Pirazzini et al. (2006) presented a new
parameterization for albedo, dependent on snow and ice thickness,
to be applied over the Baltic Sea in spring, when periods of melting
and refreezing alternate, but when the ice is still relatively thick
(about half a metre). Cheng et al. (2006) used the same dataset
to validate a high-resolution thermodynamic model. The results
indicated that with the albedo parameterized as a function of the
surface temperature, which is a common practice, the modeled
snow thickness is liable to became too sensitive to the atmospheric
forcing. Ehn et al. (2004) made spectral irradiance measurements
in the Santala Bay in March and early April 2000. The sea ice and
seawater contained high amounts of dissolved and particulate
matter, which effectively absorb radiation at wavelengths below
700 nm, and can potentially increase the ice melt rate. During
the measurement period, the sea ice was snow-free, but highly
scattering surface layers were formed in conditions of melting
and refreezing. In the case of very thin (0.10 m) melting ice, the al-
bedo was �0.17 (Ehn et al., 2004).

The importance of vertical resolution and time step in numeri-
cal modelling of sea ice thermodynamics has been studied by
Cheng (2002). In idealized cases he also compared the model re-
sults with analytical solutions. He found out that during the freez-
ing season the influence of the resolution on model results is not
significant, except for short-term predictions. During late winter
and spring, when the solar radiation increases, the vertical resolu-
tion becomes much more important. In a coarse resolution model,
the penetration of solar radiation into snow and ice is not de-
scribed accurately; the absorbed solar radiation mostly contributes
to the surface heat balance, the diurnal cycle of the surface temper-
ature therefore becomes too large, and the sub-surface melting
cannot be modelled. Cheng (2002) suggests that for process studies

Fig. 7. Photographs of vertical thin sections of ice samples at Santala Bay, Gulf of
Finland on (A) 28 January, (B) 17 February, (C) 3 March, (D) 17 March, and (E) 31
March, 1999. The largest sample (E) is 0.75 m high. Redrawn from Kawamura et al.
(2001).

Fig. 8. Evolution of the vertical profile of ice salinity in winter 2000 in Santala Bay, Gulf of Finland. Redrawn from Granskog et al. (2004).
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an ice model should apply a time step of about 10 min and a ver-
tical resolution of 0.02–0.05 m.

In addition to model results, also observations from March 1999
in the Gulf of Bothnia have indicated a sub-surface temperature
maximum at the melting point due to solar radiation penetrating
below the snow surface (Cheng et al., 2003). The results of Cheng
et al. (2003) suggested that sub-surface melting has an important
contribution (�20%) to the total melting during early spring. In
numerical modelling, the total melting is sensitive to the thermal
properties of snow, while sub-surface melting is sensitive to the
extinction coefficient. Launiainen and Cheng (1998) demonstrated
that during the melting period in spring, a layer of new snow can
enhance the melting, although it initially has a large surface albe-
do. The melting starts because of the high volumetric extinction of
solar radiation in the new snow.

3.3. Ice–ocean interaction

Only few direct observations have been made on the ice–ocean
exchange processes in the Baltic Sea. In BALTEX–BASIS, Shirasawa
et al. (2001) measured turbulence below the land-fast ice in Vaasa
archipelago in the Gulf of Bothnia. The results revealed some inter-
esting features of the oceanic boundary layer (OBL): the momen-
tum flux at the depth of 5 m from the ice bottom was ten times
larger than at the depth of 0.5 m, and the heat flux from the water
to the ice was very small, on average less than 1 W m�2. Both these
findings indicated an existence of a shallow very stable OBL below
the ice. A low-salinity layer was formed below the sea ice also in
the Santala Bay (Ehn et al., 2004). There it was due to discharged
meltwater, which stayed below the ice until the ice ablated in
April. The water-ice heat fluxes were, however, much larger at
the Santala Bay: mean oceanic heat fluxes were of 38–47 W m�2

for the ice growing period and 54–62 W m�2 for the ice melting
period in winters 1999–2001 (Shirasawa et al., 2002). Also basin-
scale observations (Omstedt, 2001) indicated oceanic heat fluxes
larger than those observed in Vaasa archipelago. The very small
values there were probably due to inflow of river water. Formation
of distinct stably stratified under-ice plumes of river water has
been observed in the vicinity of river mouths in the Bothnian Bay
(Granskog et al., 2005).

Various modelling studies have addressed the thermodynamic
coupling at the ice–ocean interface. Thermodynamic sea-ice mod-
els typically prescribe the ice–ocean heat flux as a lower boundary
condition, while coupled ice–ocean models predict it. An example
of the latter is the one-dimensional model of Omstedt and Nyberg
(1995), in which the ice–ocean heat flux is calculated on the basis
of the temperature profile in the oceanic boundary layer, the lam-
inar and turbulent Prandtl numbers, and the laminar and turbulent
viscosity of sea water. Using a further developed version of the
model, PROBE-Baltic, Omstedt and Rutgersson (2000) made a 15-
year simulation, and obtained a result of 3 W m�2 for the mean
water–ice heat flux. In cold winters, such as 1984/1985, 1985/
1986, and 1986/1987, this value was almost 8 W m�2.

The BALTEX–BASIS data yielded a mean bulk heat transfer coef-
ficient of 3.9 � 10�4 (Shirasawa et al., 2002). Due to the large spa-
tial variability observed in the OBL, the representativeness of this
result remains so far unclear.

4. Sea Ice dynamics

4.1. Sea-ice thickness distribution

In a geophysical scale, pack ice is understood to be a continuum
of fractures and mixture of several different ice types and open
water. A typical ice floe is composed of undeformed and deformed

ice types, and has a large variability in thickness in 10–100 m
scale. The sea-ice thickness variability in a certain region is a re-
sult of the ice–ocean and ice–atmosphere heat fluxes, advection
of non-uniform scalar fields, and differential ice motion. A life
cycle of the pack ice begins from the cooling of the ocean, for-
mation of the frazil ice, and initial freezing of the ocean surface
due to heat loss to the atmosphere (Fig. 9). In that stage, sea ice
is expanding both to the vertical and horizontal space, i.e., sea-
ice thickness and area increase. In the second phase, thermody-
namic growth is oriented to the vertical dimension, sea ice is
thickening but the sea-ice compactness remains the same. Third
stage in the life cycle is the opening, compression and deforma-
tion of the pack ice due to the differential sea-ice motion caused
by winds and ocean currents. In compression, the total mass of
sea ice remains unchanged, but regionally sea ice is thickening
when thin undeformed sea ice is forming various thick deformed
ice types (rafted, rubble, and ridged ice). Divergent ice motion
generates leads into the ice pack and temporarily decreases
sea-ice concentration, until new ice is formed in the leads. Dur-
ing winter, all these processes (thermal growth as well as open-
ing and compression of the ice pack) vary in a synoptic scale and
result in a highly variable sea-ice landscape, which is described
by the ice thickness distribution function g(h) (Thorndike et al,
1975). Both deformed and undeformed ice can be divided into
several thickness classes and, further, each class has its inherent
thickness distribution. The ice classes also differ from each other
in their mechanical and thermodynamical properties. The thick-
ness distribution is defined as:
Z h1

h2
gðhÞdh ¼ 1

R
f ðh1;h2Þ ð8Þ

where R is the area under consideration and f(h1,h2) is a sub-area
covered by ice with thickness from h1 to h2. The evolution equation
for g(h) is,

@gðhÞ
@t
�~u � rgðhÞ ¼ HþW ð9Þ

where ~u is the horizontal ice velocity vector, H is the thermody-
namic growth rate, and W represents the redistribution of ice thick-
ness due to deformation. The g(h) can be calculated from several
observational datasets (Wadhams, 1998) but only a few numerical
models resolve it. This is mainly due to difficulties in determining
the redistribution function W. In principle, W depends on g(h) and
the strain rate invariants.
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Fig. 9. The life cycle of the pack ice. The evolution is characterized by the cooling of
the ocean surface, freezing of the seawater, compression and opening of the ice
pack, melting of ice, and warming of the surface layer. Ftot denotes the total heat
flux at the ocean–ice–atmosphere interface and div(u) is the divergence of the ice
pack. The SST, A, h, and h_r denote the sea surface temperature, ice compactness,
level-ice thickness, and ridged ice thickness; the arrows indicate whether the
variable is increasing or decreasing.
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In the classical Hibler (1979) model, g(h) is approximated with
two ice thickness categories: h = h(h0,H), where h0 is the thin ice,
interpreted as open water, and H is the thick ice (h > defined min-
imum ice thickness). Ridging of ice is taken into account since ice
thickness can freely increase during the convergent ice motion,
although ice concentration is constrained to be 1.0 at maximum.
Most of the Baltic Sea ice models apply this approach.

To solve g(h) numerically, several ice categories are needed (Hi-
bler, 1980; Flato and Hibler, 1995). An alternative approach is to
solve the ice concentration and mass for each ice category or ice
type in a Lagrangian ice thickness space (Bitz et al, 2001):

DAi

Dt
¼ HAi

þWi ð10Þ

D~hi

Dt
¼ Hhi

þXi ð11Þ

where Ai is the concentration (i.e., areal fraction) of the ice category i,
HAi

denotes thermodynamical changes, and Wi is the change of ice con-
centration due to deformation (i.e., redistribution). ~hi is the mean thick-
ness of ice per unit area, while Hhi

and Xi are its changes due to
thermodynamics and redistribution. Floe thickness h is obtained diag-
nostically since ~hi = hA. Multi-category sea-ice models apply redistri-
bution functions to describe an average evolution of the pack ice
deformation processes. Several deformation processes, such as com-
pacting, rafting, and ridging, are possible during a single time step. This
mimics the real behavior of the pack ice in a continuum scale.

The first sea-ice models, in which the redistribution of ice was
explicitly taken into account, were developed for operational pur-
poses. Leppäranta (1981) made a distinction between undeformed
and deformed ice. The prognostic variables of the model were the
level-ice thickness, ridge density, ridge sail height, and total ice
concentration. With minor modifications this scheme was used
in several Baltic Sea ice models (Omstedt et al., 1994; Zhang and
Leppäranta, 1995; Haapala and Leppäranta, 1996; Schrum, 1997).
Shortcomings in the Leppäranta (1981) ice redistribution scheme
are that the model does not include separate equations for the level
ice and deformed ice concentrations, and it assumes that ridging
occurs only when ice concentration reaches unity during conver-
gence. Haapala (2000) presented a simplified ice thickness redistri-
bution model where the pack ice was composed of open water, two
different types of undeformed ice, as well as rafted ice, rubble ice,
and ridged ice. The main advantage of the model is that it separates
the ice types generated thermally and mechanically. The model re-
sults were compared to the operational ice charts and SSM/I re-
mote sensing data, and the model was found to produce a
realistic seasonal evolution of the pack ice. Both sub-basin and in-
ter-basin ice characteristics were reproduced by the model. It was
shown that the deformed ice production is a stepwise process re-
lated to storm activity. Most of the deformation was produced in
the coastal zone, which also is an important region for thermody-
namically produced ice because of the ice growth in leads. A short-
coming in the Haapala (2000) model is that it uses the Hibler
(1979) parameterization for the ice strength (Eq. (12)) instead of
Rothrock (1975) parameterization. The recent development (Haa-
pala et al., 2005) overcomes this problem.

4.2. Momentum balance

A comprehensive description of sea-ice motion is given in Lep-
päranta (2005), which is partly based on research addressing the
Baltic Sea. In the field of sea ice momentum balance, the main sci-
entific advance during the last 10 years has been the studies by
Leppäranta et al. (1998) and Zhang (2000). To better understand
them, we look at the ice momentum equation in a horizontal
plane: the motion of sea ice is driven by the wind stress, bottom

stress due to the ocean current, and the sea surface tilt, and the
motion is also affected by the internal stress of the ice pack and
the Coriolis force:

m
D~u
Dt
þ f k̂�~u

� �
¼ Að~sa þ~swÞ þmgrH þr � r ð12Þ

where m is the total ice and snow mass, f is the coriolis parameter, k̂
is the upward unit vector, ~sa is the wind stress vector, ~sw is the
water stress vector, g is the gravitational acceleration, rH is the
sea surface tilt, and r is the internal stress tensor. According to
the scaling arguments (Leppäranta, 1998), the nonlinear advection
terms and the sea surface tilt can be neglected in the calculation
of the momentum balance.

The determination of the internal stress of the ice pack is the
major problem in (12). The simplest assumption is the free drift
law, i.e., there is no internal stress. It may hold locally but, if used
in a numerical model, it leads to a large overestimation of the ice
velocity and dynamic growth (Leppäranta et al., 1998). The vis-
cous-plastic model (Hibler, 1979) is the most widely used scheme.
The constitutive law is:

r ¼ 2g _eþ n� gð Þtr _eI þ 1
2

PI ð13Þ

where g is the shear viscosity, n is the bulk viscosity, _e is the strain
rate tensor, I is the unit tensor, and P is the ice strength. The vis-
cous-plastic ice rheology implies that under very low strain rates
the bulk and shear viscosities are constant and the model produces
linear viscous behavior; otherwise the viscosities are calculated
according to the plastic flow rule (Hibler, 1979). The ice strength
parameter links the ice dynamics to ice thickness and compactness.
For a two-level model with h = h(h0,H) it is

P ¼ P�~he�Cð1�AÞ ð14Þ

where P* is the ice strength constant, ~h is the mean ice thickness
over the grid cell, and C is the compaction constant. A major differ-
ence between the two-level and multi-category ice models is that
the ice strength parameter P is in multi-category models directly re-
lated to the energy consumed during deformation (Rothrock, 1975).

The ice strength constant P* and the aspect ratio of the yield
curve are important model parameters but their values can only
be determined experimentally. Zhang and Leppäranta (1995) and
Leppäranta et al. (1998) showed that P* can vary from 1.0 � 104

to 5.0 � 104 N m�2 depending on the ice conditions in the Baltic
Sea. Leppäranta et al. (1998) used radar satellite (ERS-1 SAR) data
on ice motion for the verification of the modelled ice velocity fields,
and noticed considerable stiffening of the ice pack as the minimum
ice thickness increased from 0.10 to 0.30 m. The results supported
the assumption of a plastic rheology for thick (more than 0.30 m)
and compact ice, and Leppäranta et al. (1998) recommended a va-
lue of 2.5 � 104 N m�2 for a Baltic Sea ice model with a 10-km spa-
tial resolution. Zhang (2000) applied a viscous-plastic sea-ice
model for the Bothnian Bay and validated the results against re-
mote sensing data and the drift of five GPS-tracked buoys in March
1997 (Fig. 10). He concluded that 3.0 � 104 N m�2 is the most rep-
resentative value for P*. Leppäranta et al. (2001) analyzed the same
dataset, and ended up with a value of 4 � 104 N m�2 for P*. Leppä-
ranta and Wang (2002) present additional aspects on high-resolu-
tion sea-ice modelling.

The parameterization of the water and wind stress vectors
forms another problem in (12). The water stress vector can be pre-
sented as (Leppäranta, 1981):

~sw ¼ qwCwij~uwg �~uj cos hwð~uwg �~uÞ þ sin hw k̂� ð~uwg �~uÞ
j k

ð15Þ

where qw is the water density and Cwi is the water–ice drag coeffi-
cient.~uwg is the geostrophic current velocity, and hw is the deviation
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angle between the current and the ice drift. Leppäranta and Om-
stedt (1990) found 3.5 � 10�3 as a representative value for Cwi in
the Baltic Sea, and this value has been subsequently applied in mod-
elling studies (Uotila, 2001; Zhang, 2000). No newer attempts have
been made to estimate the value of Cwi.

Despite of the recent advance, the modelling of sea ice dynam-
ics in the Baltic Sea is still challenging; this is partly due to the
small size of the basins, and consequently a strong influence of
boundaries (coastline and the zone of land-fast ice) restricting
the ice drift. Even with a state-of-the art model, differences be-
tween the observed and modeled drift trajectories can be signifi-
cant (Fig. 10). In ocean conditions with a divergent mean ice
velocity field, as in the Antarctic, even very simple parameteriza-
tions can result to a closer agreement of observed and calculated
trajectories (Vihma and Launiainen, 1993).

4.3. Atmospheric forcing

In a local scale, the wind stress ~sa, i.e., the air–ice momentum
flux, depends on the wind speed, the surface roughness length z0,
and the thermal stratification in the atmospheric surface layer:

~sa ¼ qCDZV2
Z ; CDZ ¼

k
lnðz=z0Þ � wMðz=LOÞ

� �2

ð16Þ

where CDZ is the air–ice drag coefficient, and z indicates the refer-
ence height for CDZ and VDZ. The results of Launiainen et al. (2001)

from the land-fast ice in the Gulf of Bothnia indicated that the local
z0 did not depend on the wind speed. In a model parameterization
of the momentum flux, the ice conditions have to be taken into ac-
count in the grid-scale, and CDZ does not depend solely on the local
z0 over ice. Modelling ice drift in the Gulf of Bothnia, Uotila (2001)
calculated CDZ on the basis of the ice concentration, surface rough-
ness of ice floes, form drag due to floe edges (the freeboard depends
on the ice and snow thickness), and the thermal stratification in the
atmospheric boundary layer (ABL). The stratification effect was
essential: the improvement in the model results by including this
effect was comparable to the improvement achieved by increasing
the grid resolution from 18 to 5 km. Uotila (2001) also showed that
in the centre of the Gulf of Bothnia the ice drift was highly wind-
dependent, and a linear relationship between the wind and drift
velocities explained 80% of the drift’s variance. Omstedt et al.
(1996) studied the ice–ocean response to wind forcing using both
an analytical and a numerical model. The numerical predictions
agreed well with observations, but during conditions of variable
winds the analytical model did not capture the wind-dependency
properly. This was due to an application of linear stress laws.

Over sea ice, the stratification in the ABL is typically stable,
which reduces ~sa. Localized convection may, however, occur over
leads and polynyas (Vihma and Brümmer, 2002), and this enhances
the turbulent mixing and~sa. In the case of inaccurate model results
for near-surface winds (as often in conditions of a stable
background stratification with localized convection), Vihma

Fig. 10. Observed (circle marks) and simulated (plus marks) GPS drifter trajectories in the Bothnian Bay in March 1997. Redrawn from Zhang (2000).
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(1995) proposed to parameterize~sa on the basis of the atmospheric
pressure field and a geostrophic drag coefficient. Mesoscale circu-
lations (Magnusson, 2001) may also contribute to the subgrid-scale
air–ice momentum transfer. Vihma (1999) summarized various as-
pects of mesoscale variations in the wind stress over sea ice.

Recent observations of ice velocity in the Bothnian Bay provide
insight into the ice kinematics in highly compact ice conditions.
Uotila (2001) showed that internal ice stresses were important
close to the coast, and the modelling of the coastal ice motion
was only successful by using a high-resolution (5 km) model with
a realistic ice rheology. In the Baltic Sea, the main factors in the ice
momentum balance are the wind stress and the internal stress of
the ice pack (Leppäranta et al., 2001). When the compactness of
the ice pack is high, the internal stress plays a major role, while
it is negligible when the compactness is less than 0.8; then the
ice velocity is close to the free drift velocity (Leppäranta et al.,
2001). According to the plastic law, the internal stress of ice is lin-
early proportional to the ice strength (which is related to the ice
thickness), and the wind stress is proportional to square of the
wind velocity. This implies that, in addition to low compactness
situations, there is a possibility for the ice velocity to reach the free
drift velocity, if the wind stress is considerably larger than the
internal stress. Leppäranta et al., 2001 found out that for wind
speeds exceeding 15 m/s the observed ice velocities were closer
to the free drift speed, and the deviation angle between the ice
and wind directions reached a relatively constant value in agree-
ment with the free drift law.

5. Operational modelling

In the Baltic Sea, the time scale of operational modelling of sea
ice conditions is up to 5 days, with most focus in the scale of 1–
2 days, because ships usually need not to navigate in ice-covered
regions for more than 2 days.

Operational numerical modelling of the Baltic Sea ice conditions
began in the early 1970s. Leppäranta and Zhang (1992) imple-
mented the viscous-plastic model of Hibler (1979) to the Baltic
Sea. Zhang and Leppäranta (1995) coupled the ice model to the
storm surge model, and clearly demonstrated how variations in
water elevations are reduced due to the internal friction of the
ice pack (reported already by Lisitzin (1957)). The model of Zhang
and Leppäranta has been used for operational purposes in Finland
during the latest years (Bai et al., 1995; Cheng et al., 1999). The
same ice model was used in Sweden (Omstedt et al., 1994; Om-
stedt and Nyberg, 1995), but it was coupled to the ice–ocean box
model of Omstedt (1990).

Another forecasting model, HIROMB (Kleine and Skylar, 1995;
Wilhelmsson, 2001), is presently used in several institutes around
the Baltic Sea. Operational sea-ice models were further developed
in the IRIS project, where the main objective was to provide en-
hanced ice information for ship route selection, with a particular
focus on ice ridges. In the project, the approach of Lensu (2003)
to calculate ridge statistics has been implemented to the HIROMB
and the Zhang (2000) model. In addition, a multi-category model of
Haapala et al. (2005) has been applied in high-resolution sea-ice
predictions.

Accurate meteorological forecasts form a prerequisite for a suc-
cessful modelling of ice conditions. On the other hand, accurate
numerical weather predictions are only possible if the surface
boundary conditions, in particular the ice concentration, are de-
scribed accurately enough (Gustafsson et al., 1998). Drusch
(2006) showed that in the numerical forecasts of the European
Centre for Medium-Range Weather Forecasts (ECMWF), the turbu-
lent surface fluxes, ABL height, cloud cover, and locally also the ABL
temperatures and humidities were strongly affected when the sea-

ice concentration was based on the high-resolution (1 km) analy-
ses of the SMHI instead of the operationally used global National
Center for Environmental Prediction dataset with a 0.5� resolution.
The cloud cover changed by up to 40% locally. The ice concentra-
tion is important particularly during cold-air outbreaks. A few re-
cent studies focused on the validation of operational
meteorological models over the Baltic Sea ice cover. Ganske et al.
(2001) compared the BALTEX–BASIS rawinsonde and aircraft data
with the analyses and 24-h forecasts of the regional model HIR-
LAM. The differences were largest during passages of cold and
warm fronts. The model errors were largest near the surface, and
the vertical gradients of air temperature and wind speed were
too small in HIRLAM. Pirazzini et al. (2002) applied a dataset from
the Gulf of Bothnia in March 1999 for HIRLAM validation. The com-
parison indicated that the main discrepancies were related to the
snow surface and 2-m temperatures: in cold nights the tempera-
ture inversions were too weak and delayed in HIRLAM. Model val-
idation made during the IRIS project suggests that HIRLAM
underestimates near-surface wind speeds over the frozen Bothnian
Bay. Brümmer et al. (2009) applied the BALTIMOS data from winter
2001 (Brümmer et al., 2002b) for validation of the atmosphere–ice
interaction in the regional model REMO. The main results were
that the vertical temperature stratification in the lowest 200 m
over sea ice is too stable and the horizontal inhomogeneity of sea
ice is insufficiently represented in REMO.

6. Climatological modelling

The first climatological sea-ice models concentrated on the
thermodynamic growth of ice. A pioneering work for climatologi-
cal modelling in the Baltic Sea was done by Omstedt (1990), who
developed a box model for the Baltic Sea dividing the sea into var-
ious sub-basins. The vertical structure of the temperature and
salinity was calculated in detail, and the horizontal advection of
heat and salt was solved diagnostically. The ocean model was cou-
pled to a one-dimensional ice model. The model was further devel-
oped by Omstedt and Nyberg (1996). Due to its simplicity, the
model allowed decadal-scale simulations of ice conditions. Om-
stedt and Nyberg (1996) showed that ice conditions are largely
controlled by the atmospheric forcing; even minor changes in the
air temperature can lead to large changes in the ice extent. The
model was also applied by Omstedt et al. (1997) to estimate the
climatology of evaporation. They concluded that sea ice reduces
evaporation from the Baltic Sea (by 8% for the period 1981–
1994) and therefore increases the net precipitation. We agree on
this direct effect of sea ice but point out that the presence of sea
ice also reduces convection and convective precipitation in winter,
which reduces the increase in the net precipitation. Hence, the
comprehensive effects of sea ice on net precipitation could only
be studied with a coupled atmosphere–ice–ocean model. Simulat-
ing the net precipitation accurately enough is, however, a chal-
lenge; Rutgersson et al. (2002) showed that two present day
regional climate simulations for the Baltic Sea resulted in too high
precipitation, too low evaporation, and thus excessive net
precipitation.

Omstedt and Rutgersson (2000) simulated a 15-year period
(1980–1995) with and without considering sea ice in the calcula-
tions, and found that the net effect of sea ice is to reduce the total
heat loss from the Baltic Sea by 0–15 W m�2; the effect was largest
in coldest winters. With the sea-ice cover, there was a small
(1 W m�2) mean net heat input from the atmosphere to the Baltic
Sea.

Haapala and Leppäranta (1996) presented the first seasonal
simulations of the Baltic Sea ice conditions with the evolution of
sea ice calculated in two dimensions. Their model was based on
the Hibler (1979) viscous-plastic rheology, the Semtner (1976)
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thermodynamic model, and the Leppäranta (1981) ice thickness
redistribution schema. The ice model was coupled to a simple
ocean model. In the most advanced Baltic Sea models, a three-
dimensional primitive-equation ocean model is coupled to a two-
dimensional dynamic–thermodynamic ice model. The first such
modelling results were presented by Lehmann and Krauss
(1995), who coupled a high-resolution free-surface ocean model
to a viscous-plastic ice model. The model (BSIOM) applications
have not particularly focused on sea ice, but have demonstrated
that the inclusion of a realistic description of the sea-ice cover in
the Baltic Sea is important in simulating the transports of heat, salt
and water, the wind-driven and thermohaline circulation (Leh-
mann and Hinrichsen, 2000), and the effects of atmospheric forcing
on upwelling (Lehmann et al., 2002). Other advanced models were
presented by Schrum (1997) and Meier (1999). Schrum (1997)
coupled a three-dimensional shelf ocean model to an extended
version of Leppäranta and Zhang’s (1992) sea-ice model. The model
has been used in analyzing the influence of the NAO on the circu-
lation of the North Sea and the Baltic Sea: a high NAO index is re-
lated to an intensification of the cyclonic circulation in both seas
(Schrum, 2001). The model was later coupled to an atmospheric
model (Schrum et al., 2003), which generated a clear improvement
compared to an uncoupled atmospheric model. The sea surface
temperature connected to sea ice was among the variables most
sensitive to the coupling.

The approach of Meier (1999) was to develop a numerical mod-
el suitable for parallel computing. They coupled a highly optimized
primitive-equation ocean model to an elastic-viscous-plastic ice
model. Meier (1999) presented results of a 13-year hindcast simu-
lation, and showed that the ocean temperature and salinity fields
and ice conditions were generally well reproduced by this Rossby
Center ocean model (RCO). Ice dynamics was found to redistribute
the mean ice thickness and concentration from south-western to
north-eastern parts of the Gulf of Bothnia. A need to include more
ice classes in the model was identified, instead of only having level
ice and open water.

The RCO has been used for estimation of the future hydro-
graphic and ice conditions in the Baltic Sea (Meier, 2002a,b). In
these predictions, the RCO was forced by the Rossby Center regio-
nal atmospheric climate model (Rummukainen et al., 1999). Com-
parable simulations were made with the Haapala (2000) model by
Tuomenvirta et al. (2000, 2001). A comparison of these two model
predictions was presented in Haapala et al. (2001). Present-day cli-
matological ice conditions and inter-annual variability were realis-
tically reproduced by the models, except that the production of
deformed ice was underestimated due to the underestimation of
surface winds in the forcing data. The simulated MIB ranged from
180 � 103 to 420 � 103 km2 in the control simulation of both mod-
els, and from 45 � 103 to 270 � 103 km2 in the scenario simulation
with a 150% increase in the atmospheric CO2 concentration. The
range of the maximum annual ice thickness was from 0.32 to
0.96 m and from 0.11 to 0.60 m in the control and scenario simu-
lations, respectively. In contrast to earlier climate change estimates
(Tinz 1996; Omstedt et al., 2000), sea ice was still formed every
winter in the Northern Bothnian Bay and in the easternmost parts
of the Gulf of Finland (Fig. 11). Overall, the simulated changes in
quantities such as the ice extent and thickness, as well as their in-
ter-annual variations, were relatively similar in both models. This
is remarkable, because the two coupled ice–ocean model systems
were independently developed and different in many aspects. This
increases the reliability of future projections of ice conditions in
the Baltic Sea. The most recent predictions with the Rossby Center
coupled atmosphere-ocean model do not change these conclusions
(Meier et al., 2004).

RCO has also been used for a long-term hindcast simulation
of the Baltic Sea. Meier and Kauker (2002) simulated the period

of 1902–1998 with a reconstructed atmospheric forcing. Their
results are outstanding in respect of the reproduction of the
vertical structure of the hydrography, salt water inflows, and
the inter-annual variability of the ice conditions in the Baltic
Sea.

In several regional modelling studies the main focus has been in
aspects other than the ice conditions, although the sea-ice cover
has been taken into account in the coupled models (Schrum and
Backhaus, 1999; Rummukainen et al., 2001; Schrum et al., 2003;
Döscher et al., 2002).

7. Summary and perspectives

In recent decades, with improved observation methods, in-
creased winter navigation, and increased awareness of the climate
and environmental changes, research on the Baltic Sea ice condi-
tions has become increasingly active. Considering the ice climate,
the main findings can be summarized as follows.

(1) A change towards milder ice winters has been detected from
the time series of the maximum annual extent of sea ice and
the length of the ice season. On the basis of the ice extent,
the shift towards a warmer climate took place in the latter
half of the 19th century. During the last 21 years, all ice win-
ters in the Baltic Sea have been average, mild, or extremely
mild. Since the beginning of available data from 1720, this
is the longest period without severe ice winters. The record
of the length of the ice season shows a decreasing trend by
14–44 days in the latest century, the exact number depend-
ing on the location.

(2) The MIB generally decreases with increasing indices of AO
and NAO, but the MIB can be very large even in winters with
a positive seasonal NAO index, such as 1985/1986. At least in
the northern Baltic Sea, NAO affects the length of the ice sea-
son via its influence on the break-up date, but it does not
correlate with the freezing date.

(3) Data on the ice thickness mostly originates from the land-
fast ice zone, and basically do not shows clear trends during
the 20th century, except that during the last 20 years the ice
thicknesses have decreased. In the northernmost Bothnian
Bay, the ice thickness showed an increasing trend until
1980s.

Considering physical processes related to sea ice, we have ob-
tained an improved understanding on various complex
interactions:

(1) The atmosphere, sea ice, and the sea are closely coupled via
thermodynamic and dynamic processes. BALTEX field exper-
iments and modelling studies have demonstrated, among
others, the high variability of thermodynamic surface condi-
tions, which cannot be described by two surface types (such
as ice and open water) only. From the point of view of the
surface fluxes, however, the temporal and spatial variations
in the cloud cover are often even more important than the
spatial variations in the surface conditions.

(2) Sea ice thermodynamics and dynamics are closely interre-
lated. Sea ice dynamics results in opening and closing of
leads, while thermodynamics results in ice formation,
growth, and melt. Ice dynamics depends on the ice thickness
distribution, and in turn redistributes the ice thickness via
rafting and ridging. First models for this have been
developed.

(3) The structure, physical properties, and thermodynamics of
sea ice are closely interrelated. The penetration of solar radi-
ation into snow and ice has been addressed by observations
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and modelling, and its importance for sub-surface melting
has been demonstrated. The formation of granular layers
of superimposed ice and snow ice has been better quantified,
both ice types being common in the Baltic Sea. Observations

have indicated the importance of snow and ice thickness as
well as the diurnal cycle of snow/ice metamorphism on the
surface albedo, and model parameterization schemes have
been improved.

Fig. 11. Modeled mean total ice thickness on 1–10 March in a pre-industrial (a and b) and future (c and d) climate conditions by the Helsinki ice model (a and c) (Haapala,
2000) and Rossby Center ocean model (b and d) (Meier, 2002a,b). The models were forced by 10-year simulations of the Rossby Center regional atmospheric model. The future
climate scenario simulation assumed a 150% increase in the atmospheric CO2 concentration. Redrawn from Haapala et al. (2001).
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(4) A few observations have demonstrated the stabilizing effect
of river discharge and ice melt on the oceanic boundary layer
below the ice. This strongly reduces the oceanic heat flux to
the ice bottom. In general, process studies on ice–ocean
interaction have been rare.

A major challenge for the future is to deepen and further inte-
grate the knowledge on these processes, and to well organize fur-
ther research efforts. Our perspectives on the future research can
be summarized as follows.

(a) Increasing amounts of remote sensing data on sea ice will be
available, and the most effective utilization of these data in
climate-related studies is a challenge. Above all, we need
to study all possibilities of applying remote sensing data to
estimate the sea-ice thickness distribution. Remote sensing
data can also be utilized to detect individual ice ridges or
clusters of them, which is important for navigation. In addi-
tion, high-resolution data on sea-ice concentration are
essential for successful modelling of the ocean and the
atmosphere.

(b) The snow cover on sea ice deserves more attention, in partic-
ular during the spring melt season, which is often inter-
rupted by periods of refreezing. Snow-ice and
superimposed ice are essential for the total ice thickness in
the Baltic Sea, and we need more observations and model-
ling efforts focusing on them. Also the permeability of sea
ice deserves more attention; it is important for the infiltra-
tion of seawater through the ice, and therefore affects
snow-ice formation.

(c) The snow/ice surface albedo is a critical parameter for cli-
mate modelling. In addition to its dependence on the state
of the snow and ice cover, the snow/ice albedo interacts with
the cloud radiative forcing, the partitioning between direct
and diffuse radiation, and the multiple reflections between
the snow/ice surface and the cloud base. More field experi-
ments that address all the factors affecting snow and ice
albedo are needed.

(d) The main bottleneck of the development of the sea-ice mod-
els is the lack of proper validation data. Operational ice
charts contain very good information on the ice extent and
the thickness of coastal land-fast ice. The latter can be used
for validation of thermodynamic models. Two important ice
variables are, however, missing from the monitoring activi-
ties, namely the ice velocity and the thickness of drifting
ice. In principle both variables could be observed with a rea-
sonable accuracy. Ice velocity can be measured with drifters
or derived from consecutive satellite images. Deformed ice
thickness is more difficult to map, but an upward-looking
sonar in a fixed position would provide valuable statistics,
and airborne electromagnetic mapping surveys can provide
synoptic data. Utilizing such data, climate-scale studies
should have more focus on deformed ice. In addition, more
climate-scale studies could be made on the occurrence of
various ice types.

(e) An obvious shortcoming in the present-day Baltic Sea ice
and ice–ocean models is their horizontal resolution, which
does not enable to resolve ocean eddies and fine structure
of the pack ice. The Finnish operational sea-ice model pres-
ently uses a resolution of 1 nm (�2 km). In this scale the
model produces much stronger gradients in the ice thickness
field than the same model used with a resolution typical for
climate simulations. Compared with satellite data and ice
charts, the model with a 1-nm resolution is, however, still
too coarse. To capture coastal leads and narrow deformation
zones, the ice model should have a resolution of the order of

200 m. Within the next years, nested models or models with
curvi-linear co-ordinates can be developed with a certain
region modelled with a very high resolution. We may fore-
see that within a few years operational mesoscale atmo-
spheric models will reach a horizontal resolution of the
order of 1 km, which will provide more accurate forcing
fields for sea-ice models. Improved vertical resolution in
the atmosphere, snow, sea ice, and ocean will provide better
possibilities to model stably stratified ABL and OBL, as well
as the details of snow and ice thermodynamics.

(f) All sea-ice models presently used in the Baltic Sea are finite-
difference models. Sea-ice models based on an alternative
approach are, however, already under development for the
Arctic Ocean. For example, Lindsay and Stern (2003) have
developed a sea-ice model based on Lagrangian approach,
and Hopkins et al. (2004) have presented a finite-element
sea-ice model, which explicitly calculates the evolution of
single ice floes, interaction between the ice floes, and ridge
build-up. Applying these kinds of models in the Baltic Sea
would most probably yield significant advance for both
research and operational services.

(g) Surprisingly, despite of the computational power already
available, the operational sea ice and atmospheric models
applied in the Baltic Sea have so far remained uncoupled,
although coupled models have been developed for climate
applications. Coupling of operational models is assumed to
yield better forecasts, at least in cases when large sea areas
are rapidly opened or closed due to ice formation, advection,
or melt, but so far there is not much basis to quantify the
probable benefits.

Even if in the coming decades the ice cover in the Baltic Sea will
be strongly reduced, the experiences obtained in the Baltic Sea will
be very useful for research and operational activities in the Arctic
and Antarctic.

Acknowledgements

This study was initiated by the BALTEX Working Group on En-
ergy and Water Cycles. Anders Omstedt and Jaak Jaagus are
acknowledged for their comments on Section 2.

References

Alenius, P., Makkonen, L., 1981. Variability of the annual maximum ice extent of the
Baltic Sea. Archives for Meteorology, Geophysics, and Bioclimatology Series B
29 (4), 393–398.

Alenius, P., Seinä, A., Launiainen, J., Launiainen, S., 2003. Sea ice and related data sets
from the Baltic Sea. AICSEX – Metadata Report, Meri, Report Series of the
Finnish Institute of Marine Research, vol. 49, pp. 3– 13.

Andersson, T., Gustafsson, N., 1994. Coast of departure and coast of arrival: two
important concepts for the formation and structure of convective snowbands
over seas and lakes. Monthly Weather Review 122, 1036–1049.

Bai, S., Grönvall, H., Seinä, A., 1995. The numerical sea ice forecast in Finland in the
winter 1993–1994. Meri, Report Series of Finnish Institute of Marine Research,
vol. 21, pp. 4–11.

Barale, V., Gade, M. (Eds.), 2008. Remote Sensing of the European Seas. Springer-
Verlag, Berlin, Heidelberg. 514 p.

Barnston, A., Livezey, R.E., 1987. Classification, seasonality, and persistence of low-
frequency atmospheric circulation patterns. Monthly Weather Review 115 (6),
1083–1126.

Bitz, C.M., Holland, M.M., Weaver, A.J., Eby, M., 2001. Simulating the ice-thickness
distribution in a coupled climate model. Journal of Geophysical Research 106
(C2), 2441–2463.

Brümmer, B., Schröder, D., Launiainen, J., Vihma, T., Smedman, A.-S., Magnusson, M.,
2002a. Temporal and spatial variability of surface fluxes over the ice edge zone
in the northern Baltic Sea. Journal of Geophysical Research 107 (C8), 3096.
doi:10.1029/2001JC000884.

Brümmer, B., Kirchgässner, A., Müller, G., Schröder, D., Launiainen, J., Vihma, T.,
2002b. The BALTIMOS (BALTEX Integrated Model System) field experiments: a
comprehensive atmospheric boundary layer data set for model validation over
the open and ice-covered Baltic Sea. Boreal Environment Research 7, 371–378.

T. Vihma, J. Haapala / Progress in Oceanography 80 (2009) 129–148 145



Author's personal copy

Brümmer, B., Kirchgäßner, A., Müller, G., 2009. The atmospheric boundary layer
structure over the open and icecovered Baltic Sea: in situ measurements
compared to simulations with the regional model REMO. Theoretical and
Applied Climatology, in press.

BSH, 1994. Eisbeobachtungen and den Hauptfahrwassern der Küste von
Mecklenburg-Vorpommern in den Wintern 1956/57 bis 1989/90. Hamburg
und Rostock: Bundesamt für Seeschiffahrt und Hydrographie.

Chen, D., Li, X., 2004. Scale-dependent relationship between maximum ice extent in
the Baltic Sea and atmospheric circulation. Global and Planetary Change 41 (3–
4), 275–283.

Cheng, B., 2002. On the numerical resolution in a thermodynamic sea-ice model.
Journal of Glaciology 48, 301–311.

Cheng, B., Vihma, T., 2002. Idealized study of a 2-D coupled sea-ice/atmosphere
model during warm-air advection. Journal of Glaciology 48, 425–438.

Cheng, B., Seinä, A., Vainio, J., Kalliosaari, S., Grönvall, H., Launiainen, J., 1999.
Numerical sea ice forecast in the Finnish ice service. In: Tuhkuri, J., Riska, K.
(Eds.), POAC’99, Proceedings of the 15th International Conference on Port and
Ocean Engineering under Arctic Conditions, Espoo, Finland, August 23–27,
1999, Helsinki University of Technology, Ship Laboratory, Report M-241, pp.
131–140.

Cheng, B., Launiainen, J., Vihma, T., Uotila, J., 2001. Modelling sea ice
thermodynamics in BALTEX–BASIS. Annals of Glaciology 33, 243–247.

Cheng, B., Launiainen, J., Vihma, T., 2003. Modelling of superimposed ice formation
and sub-surface melting in the Baltic Sea. Geophysica 39, 31–50.

Cheng, B., Vihma, T., Pirazzini, R., Granskog, M., 2006. Modeling of superimposed ice
formation during spring snow-melt period in the Baltic Sea. Annals of
Glaciology 44, 139–146.

Deutschen Seewarte, 1945. Merkblatt für Eisbeobachter, Oberkommando der
Kriegsmarine, Berlin, 20 p.

Drusch, M., 2006. Sea ice concentration analyses for the Baltic Sea and their impact
on numerical weather prediction. Journal of Applied Meteorology and
Climatology 45, 982–994.

Döscher, R., Willen, U., Jones, C., Rutgersson, A., Meier, H.E.M., Hansson, U., Graham,
L.P., 2002. The development of the coupled ocean-atmosphere model, RCAO.
Boreal Environment Research 7 (3), 183–192.

Ehn, J., Granskog, M.A., Erms, A., Reinart, A., 2004. Optical properties of melting
landfast sea ice and underlying seawater in Santala Bay Gulf of Finland. Journal
of Geophysical Research. doi:10.1029/2003JC002042.

Flato, G.M., Hibler III, W.D., 1995. Ridging and strength in modeling the thickness
distribution of Arctic sea ice. Journal of Geophysical Research 100, 18611–
18626.

Heino, R., Tuomenvirta, H., Vuglinsky, V.S., Gustafsson, B.G., Alexandersson, H.,
Bärring, L., Briede, A., Cappelen, J., Chen, D., Falarz, M., Førland, E., Haapala, J.,
Jaagus, J., Kitaev, L., Kont, A., Kuusisto, E., Lindström, G., Meier, H.E.M., Mietus,
M., Moberg, A., Myrberg, K., Niedzwiedz, T., Nordli, Ø., Omstedt, A., Orviku, K.,
Pruszak, Z., Rimkus, E., Russak, V., Schrum, C., Suursaar, Ü., Vihma, T., Weisse, R.,
Wibig, J., 2008. Past and current climate change. In: BACC Author Team (Ed.),
Assessment of Climate Change for the Baltic Sea Basin. Springer-Verlag, Berlin,
Heidelbeg, pp. 35–131.

Hibler III, W.D., 1980. Modeling a variable thickness sea ice cover. Monthly Weather
Review 108, 1943–1973.

Ganske, A., Etling, D., Schröder, D., 2001. Evaluation of radiosounding data and
aircraft observations in comparison to HIRLAM model results. In: Launiainen, J.,
Vihma, T. (Eds.), BALTEX–BASIS Final Report, International BALTEX Secretariat,
Publication No. 19, 219 p.

Girjatowicz, K.P., Kozuchowski, K., 1995. Contemporary changes of Baltic Sea ice.
Geographia Polonica 65, 43–50.

Girjatowicz, K.P., Kozuchowski, K., 1999. Variations of thermic and ice conditions in
the Szczecin Lagoon region. In: A. Järvet (Ed.). Publications of the 2nd Workshop
on the Baltic Sea Ice Climate, Department of Geography, University of Tartu,
Publication, vol. 84, pp. 69–73.

Granskog, M.A., Martma, T., Vaikmäe, R., 2003. Development, structure and
composition of landfast sea ice in the northern Baltic Sea. Journal of
Glaciology 48 (164), 139–148.

Granskog, M.A., Leppäranta, M., Kawamura, T., Ehn, J., Shirasawa, K., 2004. Seasonal
development of the properties and composition of landfast sea ice in the Gulf of
Finland, the Baltic Sea. Journal of Geophysical Research 109 (C2), C02020.
doi:10.1029/2003JC001874.

Granskog, M.A., Ehn, J., Niemelä, M., 2005. Characteristics and potential impacts of
under-ice river plumes in the seasonally ice-covered Bothnian Bay (Baltic Sea).
Journal of Marine Systems 53, 187–196.

Granskog, M.A., Kaartokallio, H., Kuosa, H., Thomas, D.N., Vainio, J., 2006a. Sea ice in
the Baltic Sea – A review, Estuarine. Coastal and Shelf Science 70, 145–160.

Granskog, M.A., Vihma, T., Pirazzini, R., Cheng, B., 2006b. Superimposed ice
formation and surface fluxes on sea ice during the spring melt-freeze period
in the Baltic Sea. Journal of Glaciology 52, 119–127.

Gustafsson, N., Nyberg, L., Omstedt, A., 1998. Coupling high-resolution atmosphere
and ocean models for the Baltic Sea. Monthly Weather Review 126, 2822–2846.

Haapala, J., 2000. On the modelling of ice thickness redistribution. Journal of
Glaciology 46, 427–437.

Haapala, J., Leppäranta, M., 1996. Simulating the Baltic Sea ice season with a
coupled ice–ocean model. Tellus 48A, 622–643.

Haapala, J., Leppäranta, M., 1997. The Baltic Sea ice season in changing climate.
Boreal Environment Research 2, 93–108.

Haapala, J., Meier, M., Rinne, J., 2001. Numerical investigations of future ice
conditions in the Baltic Sea. Ambio 30 (4–5), 237–244.

Haapala, J., Lönnroth, N., Stössel, A., 2005. A numerical study of open water
formation in sea ice. Journal of Geophysical Research 110, C09011. doi:10.1029/
2003JC002200. 2005.

Haas, C., 2004a. Airborne EM sea-ice thickness profiling over brackish Baltic sea
water. In: Proceedings of the 17th IAHR International Symposium on Ice, St.
Petersburg, June 21–25, 2004. All-Russian Research Institute of Hydraulic
Engineering (VNIIG), St. Petersburg, Russia, vol. 2, pp. 12–17.

Haas, C., 2004b. EM ice thickness measurements during 2004 IRIS field campaign,
IRIS report, Alfred Wegener Institute for Polar and Marine Research,
Bremerhaven, 58 pp.

Hibler III, W.D., 1979. A dynamic thermodynamic sea ice model. Journal of Physical
Oceanography 9, 815–846.

Hopkins, M.A., Frankenstein, S., Thorndike, A.S., 2004. Formation of an aggregate
scale in Arctic sea Ice. Journal of Geophysical Research 109 (C1), C01032.
doi:10.1029/2003JC001855.

Jaagus, J., 1999. Interactions between snow cover duration, extent of sea ice and
winter mean air temperature in Estonia. In: Järvet, A.(Ed.). Publications of the
2nd Workshop on the Baltic Sea Ice Climate, Department of Geography,
University of Tartu, Publication, vol. 84, pp. 74–83.

Jaagus, J., 2006. Trends in sea ice conditions on the Baltic Sea near the Estonian coast
during the period 1949/50–2003/04 and their relationships to large-scale
atmospheric circulation. Boreal Environment Research 11, 169–183.

Janssen, F., 2002. Statistische Analyse mehrjähriger Variabilität der Hydrgraphie in
Nord- und Ostsee. Ph. D. Thesis, University of Hamburg, Germany, unpublished.

Järvet, A. (Ed.), 1999. Publications of the Second Workshop on the Baltic Sea Ice
Climate. Department of Geography, University of Tartu, Publication No. 84, 179
p.

Jevrejeva, S., 2000. Long-term variability of sea ice and air temperature conditions
along the Estonian coast. Geophysica 36, 17–30.

Jevrejeva, S., 2001. Severity of winter seasons in the northern Baltic Sea between
1529 and 1990: reconstruction and analysis. Climate Research 17, 55–62.

Jevrejeva, S., Moore, J.C., 2001. Singular Spectrum Analysis of Baltic Sea ice
conditions and large-scale atmospheric patterns since 1708. Journal of
Geophysical Research 28, 4503–4506.

Jevrejeva, S., Moore, J.C., Grinsted, A., 2003. Influence of the Arctic Oscillation and El
Nino-Southern Oscillation (ENSO) on ice conditions in the Baltic Sea: the
wavelet approach. Journal of Geophysical Research 108. doi:10.1029/
2003JD003417.

Jevrejeva, S., Drabkin, V.V., Kostjukov, J., Lebedev, A.A., Leppäranta, M., Mironov, J.U.,
Schmelzer, N., Sztobryn, M., 2004. Baltic Sea ice season in the twentieth century.
Climate Research 25, 217–227.

Jurva, R., 1952. On the variations and changes of freezing in the Baltic during the last
120 years. Fennia 75, 17–24.

Kawamura, T., Shirasawa, K., Ishikawa, N., Lindfors, A., Rasmus, K., Granskog, M.,
Ehn, J., Leppäranta, M., Martma, T., Vaikmäe, R., 2001. Time series observations
of the structure and properties of brackish ice in the Gulf of Finland. Annals of
Glaciology 33, 1–4.

Kleine, E., Skylar, S., 1995. Mathematical features of Hibler’s model of large scale
sea-ice dynamics. Deutsche Hydrographische Zeitschrift 47, 179–230.

Koslowski, G., Loewe, P., 1994. The western Baltic Sea ice seasons in terms of mass-
related severity index 1879–1992. Tellus 46A, 66–74.

Koslowski, G., Glaser, R., 1995. Reconstruction of the ice winter severity index since
1701 in the western Baltic. Climate Change 31, 79–98.

Koslowski, G., Glaser, R., 1999. Variations in reconstructed ice winter severity in the
western Baltic from 1501 to 1995, and their implications for the North Atlantic
Oscillation. Climate Change 41, 175–191.

Krauss, W., 2000. BASYS SP6 Sea ice – Final scientific report. WWW Page: <http://
www.io-warnemuende.de/Projects/Basys/reports/final/en_home.htm/>.

Lamb, H.H., 1977. Climate. Present, Past and Future, Climate History and the Future.
Methuen & Co Ltd., London. vol. 2, p. 835.

Launiainen, J., Cheng, B., 1998. Modelling of ice thermodynamics in natural water
bodies. Cold Regions Science and Technology 27, 153–178.

Launiainen, J., Vihma, T. (Eds.), 2001. BALTEX–BASIS Final Report, International
BALTEX Secretariat, Publication No. 19, 219 p.

Launiainen, J., Cheng, B., Uotila, J., Vihma, T., 2001. Turbulent surface fluxes and air–
ice coupling in the Baltic Air–Sea–Ice Study (BASIS). Annals of Glaciology 33,
237–242.

Launiainen, J., Seinä, A., Alenius, P., Johansson, M., Launiainen, S., 2002. Atmospheric
reflections to the Baltic Sea ice climate. In: Omstedt, A., Axell, L. (Eds.), Fourth
Workshop on the Baltic Sea Ice Climate, Norrköping, Sweden, SMHI,
Oceanografi, No. 72, pp. 19–30.

Lehmann, A., Krauss, W., 1995. A coupled ice–ocean model of the Baltic Sea. In:
Omstedt, A. (Ed.), Proceedings of the First Study Conference on BALTEX.
International BALTEX Secretariat, GKSS Research Center, Geestacht, Germany,
Publication No. 3, p. 117.

Lehmann, A., Hinrichsen, H.H., 2000. On wind driven and thermohaline circulation
of the Baltic Sea. Physics, and Chemistry of the Earth (B) 25 (2),
183–189.

Lehmann, A., Krauss, W., Hinrichsen, H.-H., 2002. Effects of remote and local
atmospheric forcing on circulation and upwelling in the Baltic Sea. Tellus, Series
A 54, 299–316.

Lensu, M., 2003. The Evolution of Ridged Ice Fields. Helsinki University of
Technology, Ship Laboratory, M-280, Ph.D. Thesis, 140 p.

Leppäranta, M., 1981. An ice drift model for the Baltic Sea. Tellus 33, 583–596.
Leppäranta, M., 1993. A review of analytical models of sea-ice growth. Atmosphere-

Ocean 31 (1), 123–138.

146 T. Vihma, J. Haapala / Progress in Oceanography 80 (2009) 129–148



Author's personal copy

Leppäranta, M., 1998. The dynamics of sea ice. In: Leppäranta, M. (Ed.), Physics of
Ice-Covered Seas. University of Helsinki Press, Helsinki, pp. 305–342.

Leppäranta, M., 2005. The Drift of Sea Ice. Springer, Berlin. 266 p.
Leppäranta, M., Seinä, A., 1985. Freezing, maximum annual ice thickness and break

up of ice on the Finnish coast during 1830–1984. Geophysica 21, 87–104.
Leppäranta, M., Omstedt, A., 1990. Dynamic coupling of sea ice and water for an ice

field with free boundaries. Tellus 42A, 482–495.
Leppäranta, M., Zhang, Z., 1992. A viscous-plastic ice dynamics test model for the

Baltic Sea. Finnish Institute of Marine Research, Internal report, Helsinki, 1992,
vol. 3, 14 pp.

Leppäranta, M., Haapala, J. (Eds.), 1993. Proceedings of the First Workshop on the
Baltic Sea Ice Climate, Tvärminne, Finland, 22–26 August, 1993.

Leppäranta, M., Yan, S., Haapala, J., 1998. Comparison of sea ice velocity fields from
ERS-1 SAR and a dynamic model. Journal of Glaciology 44 (147), 248–262.

Leppäranta, M., Zhang, Z., Haapala, J., Stipa, T., 2001. Sea ice kinematics measured
with GPS drifters. Annals of Glaciology 33, 151–156.

Leppäranta, M., Wang, K., 2002. Sea ice dynamics in the Baltic Sea basins. In:
Proceedings of the 15th IAHR Ice Symposium, Dunedin, New Zealand, vol. 2, pp.
353–357.

Lindsay, R., Stern, H.L., 2003. A new Lagrangian model of Arctic Sea Ice. Journal of
Physical Oceanography 34, 272–283.

Lisitzin, E., 1957. On the reducing influence of sea ice on the piling-up of water due
to wind stress. Commentationes physico-mathematicae/Societas Scientiarum
Fennica 20 (7). 12 p.

Lundin, M., 2001. Modelling of snow influence on land-fast ice thickness. In:
Launiainen, J., Vihma, T. (Eds.), BALTEX–BASIS Final Report, International
BALTEX Secretariat, Publication No. 19, pp. 154–160.

Magnusson, M., 2001. Three-dimensional mesoscale modeling in BASIS. In:
Launiainen, J., Vihma, T. (Eds.), BALTEX–BASIS Final Report, International
BALTEX Secretariat, Publication No. 19, pp. 204–209.

Meier, H.E.M., 1999. First results of multi-year simulations using a 3D Baltic Sea
model. Reports Oceanography, SMHI, Norrköping, Sweden, vol. 27, 48 pp.

Meier, H.E.M., 2002a. Regional ocean climate simulations with a 3D ice–ocean
model for the Baltic Sea. Part 1: model experiments and results for temperature
and salinity. Climate Dynamics 19, 237–253.

Meier, H.E.M., 2002b. Regional ocean climate simulations with a 3D ice-ocean
model for the Baltic Sea. Part 2: results for sea-ice. Climate Dynamics 19, 255–
266.

Meier, H.E.M., Kauker, F., 2002. Simulating Baltic Sea climate for the period 1902–
1998 with the Rossby Centre coupled ice–ocean model. Reports Oceanography,
vol. 30, SMHI, Norrköping, Sweden, 111 pp.

Meier, H.E.M., Döscher, R., Halkka, A., 2004. Simulated distributions of Baltic Sea-ice
in warming climate and consequences for the winter habitat of the Baltic ringed
seal. Ambio 33 (4–5), 249–256.

Multala, J., Hautaniemi, H., Oksama, M., Leppäranta, M., Haapala, J., Herlevi, A.,
Riska, K., Lensu, M., 1996. An airborne electromagnetic system on a fixed-wing
aircraft for sea ice thickness mapping. Cold Regions Science and Technology 24,
355–373.

Niemelä, S., Räisänen, P., Savijärvi, H., 2001a. Comparison of surface radiative flux
parameterizations Part I: longwave radiation. Atmospheric Research 58, 1–18.

Niemelä, S., Räisänen, P., Savijärvi, H., 2001b. Comparison of surface radiative flux
parameterizations. Part II. Shortwave radiation. Atmospheric Research 58, 141–
154.

Niros, A., Vihma, T., Launiainen, J., 2002. Marine meteorological conditions and air–
sea exchange processes over the northern Baltic Sea in 1990s. Geophysica 38,
59–87.

Omstedt, A., 1990. A coupled one-dimensional sea ice–ocean model applied to a
semi-enclosed basin. Tellus 42A, 568–582.

Omstedt, A., 2001. Modelling the Bothnian Bay water and heat balance: the
BALTEX–BASIS experiment. In: Launiainen, J., Vihma, T. (Eds.). BALTEX–BASIS
Final Report, International BALTEX Secretariat, Publication No. 19, pp. 161–169.

Omstedt, A., Axell, L. (Eds.), 2002. Fourth Workshop on the Baltic Sea Ice Climate,
Reports Oceanography, vol. 72, SMHI, Norrköping, Sweden.

Omstedt, A., Chen, D., 2001. Influence of atmospheric circulation on the maximum
ice extent in the Baltic Sea. Journal of Geophysical Research 106, 4493–4500.

Omstedt, A., Nyberg, L., Leppäranta, M., 1994. A coupled ice–ocean model
supporting winter navigation in the Baltic Sea, Part 1. Ice dynamics and water
levels. Reports Oceanography, 17, SMHI, Norrköping, 17 pp.

Omstedt, A., Nyberg, L., 1995. A coupled ice–ocean model supporting winter
navigation in the Baltic Sea, Part 2. Thermodynamics and meteorological
coupling. Reports Oceanography, vol. 21, SMHI, Norrköping, 39 pp.

Omstedt, A., Nyberg, L., 1996. Response of Baltic sea ice to seasonal, interannual
forcing and climate change. Tellus 48A, 644–662.

Omstedt, A., Nyberg, L., Leppäranta, M., 1996. On the ice–ocean response to wind
forcing. Tellus 48A, 593–606.

Omstedt, A., Meuller, L., Nyberg, L., 1997. Interannual, seasonal and regional
variations of precipitation and evaporation over the Baltic Sea. Ambio 26, 484–
492.

Omstedt, A., Gustafsson, B., Rodhe, J., Walin, G., 2000. Use of Baltic Sea modelling to
investigate the water cycle and the heat balance in GCM and regional climate
models. Climate Research 15, 95–108.

Omstedt, A., Rutgersson, A., 2000. Closing the water and heat cycles of the Baltic Sea.
Meteorologische Zeitschrift 9, 57–64.

Omstedt, A., Elken, J., Lehmann, A., Piechura, J., 2004a. Knowledge of the Baltic Sea
Physics gained during the BALTEX and related programmes. Progress in
Oceanography 63, 1–28.

Omstedt, A., Pettersen, C., Rodhe, J., Winsor, P., 2004b. Baltic Sea climate: 200 yr of
data on air temperature, sea level variation, ice cover and atmospheric
circulation. Climate Research 25, 205–216.

Palmén, E., 1928. Übersicht der Eisverhältnisse im Winter 1916–17 an der Küsten
Finnlands. Merentutkimuslaitoksen Julkaisu/Havsgorskningsinstitutets Skrift
50, 41.

Palosuo, E., 1953. A treatise on severe ice conditions in the Baltic Sea. Publications of
the Finnish Institute of Marine Research, 156.

Palosuo, E., 1961. Crystal structure of brackish and freshwater ice. International
Association of Science Hydrology 54, 9–14.

Palosuo, E., 1963. The Gulf of Bothnia in winter. II. Freezing and ice storms.
Publications of the Finnish Institute of Marine Research 209, 1–64.

Pirazzini, R., Vihma, T., Launiainen, J., Tisler, P., 2002. Validation of HIRLAM
boundary-layer structures over the Baltic Sea. Boreal Environment Research 7,
211–218.

Pirazzini, R., Nardino, M., Orsini, A., Calzolari, F., Georgiadis, T., Levizzani, V., 2001.
Parameterisation of the downward longwave radiation from clear and cloudy
skies at Ny Ålesund (Svalbard). In: Smith, W.L., Timofeyev, Yu. M. (Eds.), IRS
2000: Current Problems in Atmospheric Radiation. A. Deepak Publ., Hampton,
Virginia, USA, pp. 559–562.

Pirazzini, R., Vihma, T., Granskog, M.A., Cheng, B., 2006. Surface albedo
measurements over sea ice in the Baltic Sea during the spring snowmelt
period. Annals of Glaciology 44, 7–14.

Rasmus, K., Ehn, J., Reinart, A., Granskog, M., Kärkäs, E., Leppäranta, M., Lindfors, A.,
Pelkonen, A., Rasmus, S., 2002. Optical measurements of sea ice in the Gulf of
Finland. Nordic Hydrology 33 (2/3), 207–226.

Riska, K., Tuhkuri, J. (Eds.), 1999. Local ice cover deformation and mesoscale
dynamics. Part 1: final scientific report, Helsinki University of Technology,
Publication M-242.

Rothrock, D.A., 1975. The energetics of the plastic deformation of pack ice by
ridging. Journal of Geophysical Research 80 (33), 4514–4519.

Rummukainen, M., Räisänen, J., Ullerstig, A., Bringfelt, B., Hansson, U., Willen, U.,
Jones, C., 1999. New regional climate runs with the Rossby Centre regional
Atmospheric climate model, version RCA1. SWECLIM Newsletter, SMHI,
Norrköping, vol. 5, pp. 12–17.

Rummukainen, M., Räisänen, J., Bringfelt, B., Ullerstig, A., Omstedt, A., Willen, U.,
Hansson, U., Jones, C., 2001. A regional climate model for northern Europe–
model description and results from downscaling of two GCM control
simulations. Climate Dynamics 17, 339–359.

Rummukainen, M., Bergström, S., Persson, G., Rodhe, J., Tjernström, M., 2004. The
Swedish Regional Climate Modelling Programme, SWECLIM: a review. Ambio
33 (4–5), 176–182.

Rutgersson, A., Omstedt, A., Räisänen, J., 2002. Net precipitation over the Baltic Sea
during present and future climate conditions. Climate Research 22, 27–39.

Saloranta, T., 1998. Snow and snow ice in sea ice thermodynamic modeling. Report
Series in Geophysics, University of Helsinki, vol. 39, 84 pp.

Saloranta, T., 2000. Modeling the evolution of snow, snow ice and ice in the Baltic
Sea. Tellus 52A, 93–108.

Sass, A.F., 1866. Untersuchungen über die Eisbedeckung des Meeres and den Küsten
der Inseln Ösel und Moon. Bulletin de l’Academie Imperiale des Sciences de St.-
Petersbourg, No. 9, pp. 145–188.

Schmeltzer, N., 1999. Ice conditions in the German coastal waters (area of
Mecklenburg/Vorpommern, Southern Baltic). Ice winter severity types. In:
Järvet, A. (Ed.). Publ. 2nd Workshop on the Baltic Sea Ice Climate, Department of
Geography, University of Tartu, Publication, vol. 84, pp. 43–50.

Schrum, C., 1997. An ice/ocean model for North and Baltic Sea. In: Sensitivity of the
North Sea, Baltic Sea and Black Sea to anthropogenic and climatic changes, Nato
Advanced Science Inst. Series, vol. 27, pp. 311–325.

Schrum, C., 2001. Regionalization of climate change for the North Sea and Baltic Sea.
Climate Research 8, 31–37.

Schrum, C., Backhaus, J.O., 1999. Sensitivity of atmosphere–ocean heat exchange
and heat content in the North Sea and in the Baltic Sea – a comparative
assessment. Tellus A 51, 526–549.

Schrum C., Janssen, F., 2002. Decadal variability in Baltic Sea sea ice development.
Analysis of model results and observations. In: Fourth Workshop on Baltic Sea
Ice Climate, Norrköping, Sweden, 22–24 May, 2002, SMHI Oceanografi Nr., vol.
72, pp. 49–58.

Schrum, C., Hübner, U., Jacob, D., Podzun, R., 2003. A coupled atmosphere/ice/ocean
model for the North Sea and the Baltic Sea. Climate Dynamics 21 (2), 131–151.

Schröder, D., Vihma, T., Kerber, A., Brümmer, B., 2003. On the parameterization of
turbulent surface fluxes over heterogeneous sea ice surfaces. Journal of
Geophysical Research 108 (6). doi:10.1029/2002JC001385.

Seinä, A., 1993. Ice time series of the Baltic Sea. In: Proceeding of the 1st Workshop
of the Baltic Sea Ice Climate, Tvärminne, Finland, 24–26 August 1993.
Department of Geophysics, University of Helsinki, Report Series in
Geophysics, vol. 27, pp. 87–90.

Seinä, A., 1994. Extent of ice cover 1961–1990 and restrictions to navigation 1981–
1990 along the Finnish Coast. Finnish Marine Research. No. 262.

Seinä, A., Palosuo, E., 1996. The classification of the maximum annual extent of ice
cover in the Baltic Sea 1720–1995. Meri, Report Series of the Finnish Institute of
Marine Research, vol. 20, pp. 79–910.

Seinä, A., Peltola, J., 1991. Duration of the ice season and statistics of the fast ice
thickness along the Finnish coast 1961–1990. Finnish Marine Research 258, 1–
46.

Semtner, A.J., 1976. A model for the thermodynamic growth of sea ice in numerical
investigations of Climate. Journal of Physical Oceanography 6, 379–389.

T. Vihma, J. Haapala / Progress in Oceanography 80 (2009) 129–148 147



Author's personal copy

Shirasawa, K., Kobinata, K., Kawamura, T., 2001. Eddy flux measurements below ice
and oceanic boundary layer studies. In: Launiainen, J., Vihma, T. (Eds.), BALTEX–
BASIS Final Report, International BALTEX Secretariat, Publication No. 19, 219 p.

Shirasawa, K., Launiainen, J., Leppäranta, M., 2002. Measurements of under-ice
oceanic heat flux in the Baltic Sea during the BALTEX/BASIS and HANKO
experiments. In: Omstedt, A., Axell, L. (Eds.), Fourth Workshop on the Baltic Sea
Ice Climate, Norrköping, Sweden, SMHI, Oceanogr., No. 72, pp. 59–67.

Simojoki, H., 1952. Die Eisverhältnisse in den Finnland umgebenden Meeren in den
Wintern 1946–50. Publications of the Finnish Institute of Marine Research. No.
154.

Speerschneider, C.I.H., 1915. Om isforholdene i Danske farvande i aeldre og nyere
tid aarene 690–1860. Publikationer fra det Danske Meteorologiske Institut.
Meddelelser Nr 2, Copenhagen.

Speerschneider, C.I.H., 1927. Om isforholdene i Danske farvande aarene 1861–1906.
Publikationer fra det Danske Meteorologiske Institut. Meddelelser Nr 6,
openhagen.

Sztobryn, M., 1994. Long-term changes in ice conditions at the Polish coast of the
Baltic Sea. In: Proceedings of IAHR Ice Symposium, Norwegian Inst. Techn, pp.
345–354.

Sztobryn, M. (Ed.), 1999. In: Proceedings of the Third Workshop on Baltic Sea Ice
Climate. October 5–8, 1999, Stawiska, Poland, Institute of Meteorology and
Water Management, Warsaw, Poland.

Sztobryn, M., Stanislawczyk, I., 2002. Changes of sea ice climate during the XX
century – Polish coastal waters. In: Omstedt, A., Axell, L. (Eds.), Fourth
Workshop on the Baltic Sea Ice Climate, Norrköping, Sweden, SMHI,
Oceanografi, No. 72, pp. 69–76.

Tarand, A., 1993. The Tallinn time series of ice break-up as a climate indicator,
Report Series in Geophysics, University of Helsinki, Finland, 27, 91–93.

Tarand, A., Nordli, P.O., 2001. The Tallinn temperature series reconstructed back half
a millennium by use of proxy data. Climate Change 48, 189–199.

Thorndike, A.S., Rothrock, D.A., Maykut, G.A., Colony, R., 1975. The thickness
distribution of sea ice. Journal of Geophysical Research 80, 4501–4513.

Tinz, B., 1996. On the relation between annual maximum extent of ice cover in the
Baltic Sea level pressure as well as air temperature field. Geophysica 32 (3),
319–341.

Tuomenvirta, H., Venälainen, A., Juottonen, A., Haapala, J., 2000. The impact of
climate change on the Baltic Sea ice and soil frost beneath snow-free surfaces in
Finland. Publications of the Ministry of Transport and Communications,
Helsinki, Finland. 13/2000, 56 pp.

Tuomenvirta, H., Venäläinen, A., Haapala, J., 2001. The impact of climate change on
transport conditions in Finland. In: Brunet India, M., López Bonillo, D. (Eds.), Detecting
and Modelling Regional Climate Change. Springer-Verlag, Berlin, pp. 593–604.

Uotila, J., 2001. Observed and modeled sea-ice drift response to wind forcing in the
northern Baltic Sea. Tellus, Series A 53, 112–128.

Vihma, T., 1995. Subgrid parameterization of surface heat and momentum fluxes
over polar oceans. Journal of Geophysical Research 100. 22625–22646.

Vihma, T., 1999. Modelling aspects of wind stress over sea ice. In: Järvet, A. (Ed.).
Publ. 2nd Workshop on the Baltic Sea Ice Climate, Department of Geography,
University of Tartu, Publication 84, pp. 145–153.

Vihma, T., Launiainen, J., 1993. Ice drift in the Weddell Sea in 1990–1991 as tracked
by a satellite buoy. Journal of Geophysical Research 98, 14471–14485.

Vihma, T., Brümmer, B., 2002. Observations and modelling of on-ice and off-ice
flows in the northern Baltic Sea. Boundary-Layer Meteorology 103, 1–27.

Vihma, T., Haapala, J., 2005. Sea ice. In: Jacob, Omstedt (Eds.), BALTEX Phase I, 1993–
2002, State of the Art Report, International BALTEX Secretariat, GKSS Research
Center, Geestacht, Germany, Publication No. 31, pp. 32–58.

Wadhams, P., 1998. Sea ice morphology. In: Leppäranta, M. (Ed.), Physics of Ice-
Covered Seas. University of Helsinki Press, Helsinki, pp. 231–287.

Wilhelmsson, T., 2001. Parallel ice dynamics in an operational Baltic Sea model. In:
Zwieflhofer, W., Kreitz, N. (Eds.), Developments in Teracomputing, Proceedings
of the Ninth ECMWF Workshop on the Use of High Performance Computing in
Meteorology, Reading, UK 13–17 November 2000, Reading, ECMWF, pp. 189–
200.

Yoo, J.C., D’Odorico, P., 2002. Trends and fluctuations in the dates of ice break-up of
lakes and rivers in Northern Europe: the effect of the North Atlantic Oscillation.
Journal of Hydrology 268, 100–112.

Zhang, Z., 2000. Comparison between observed and simulated ice motion in the
northern Baltic Sea. Geophysica 36, 111–126.

Zhang, Z., Leppäranta, M., 1995. Modeling the influence of ice on sea level variations
in the Baltic Sea. Geophysica 31 (2), 31–45.

148 T. Vihma, J. Haapala / Progress in Oceanography 80 (2009) 129–148


